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TECHNICAL REPORT SUMMARY
NONLINEAR SYSTEM IDENTIFICATION FINAL REPORT

PART 1. IMPLEMENTATION FEASIBILITY STUDY

A. STUDY OBJECTIVES

The basic objective of this study effort is to evaluate the
practical feasibility of a nonlinear system identification tech-
nique. The identification procedure studied is a black box
technique where only input and output terminal measurements of
the nonlinear system are used. The identification technique is
applicable to a broad class of weakly nonlinear systems whose
response can be characterized by a finite Volterra series. The
identification procedure involves processing the input and out-
put responses of a nonlinear system to obtain a set of linearly
independent equations which uniquely define the parameters of a
functional form of the second-order impulse response. Theoreti-
cally, the proposed identification technique represents a signif-
icant improvement over existing identification techniques be-
cause of its black box formulation. The intent of the study to
determine if this identification technique can be practically im-
plemented and maintain an advantage over existing techniques.

The study effort is divided into two parts:

Part I An implementation feasibility study to determine
practical methods of implementing the measurement 4
scheme - both digital and analog - and to evaluate
the requirements for the components of the measure-
ment scheme.

Part II A computational complexity study of the identifica-
tion technique processing to determine the class of
' nonlinear systems to which the technique can be
practically applied.

This technical report summary covers the results of Part I
of the study effort - the implementation feasibility study.

B. SUMMARY OF RESULTS AND CONCLUSIONS
Three basic implementations of the identification technique

were évaluated and the requirements for the critical parameters
of each element of the measurement scheme were evaluated. The




results of these performance evaluations and significant con-
clusions are summarized below for the three configurations.

1. Digital Implementation (Final Report Section I11.B)

The digital implementation of the identification tech-

nigque functions as follows. A signal generator excites the J
nonlinear system with the appropriate signal. This input signal
and the resultant nonlinear system output are amplified and
converted into digital form via A/D converters. The resultant
samples are stored in memory for future nonreal-time identifica-
tion processing on a general purpose digital computer.

The performance evaluation of the digital implementa- J
tion of the identification technique showed that the critical
components of the digital implementation are the A/D converter
and the pre-A/D converter amplifier. The signal generator and
data storage requirements are not technology limited in terms of
enabling implementation of the identification technique. The
important conclusions impacting parameter specification of these
devices are summarized below.

a. A/D Converter

(1) The A/D converter must have 14 to 16 bits of
resolution for adequate performance on a two-
pole system. This increases to 20 to 24 bits
as the number of poles increases to four.

Since the highest resolution commercially
available A/D converter has 16 bits of resolu-
tion at this point in time, any experimental
validation of this implementation should be re-
stricted to systems with two poles or less.

(2) The sampling rate requirements for the A/D
converter are driven by the accuracy re-
quirements of the processing technique. For a
two pole system, the sampling rate should be 4
to 10 times slower than the highest break
frequency of the system under test. Current
16-bit A/D converter technology implies that
the system under test be limited to an upper
break frequency of approximately 10 to 30 kHz.

b. Amplifier

(1) The pre-A/D converter amplifier is necessary
to adjust the output of the system under test
to the full-scale input voltage level of the
A/D converter.




(2) The bandwidth requirements of the amplifier
are a function of the processing approach
used for identification. In general, one
approach requires an amplifier with a band-
width 1000 times the bandwidth of the system
under test while the other approach requires
the amplifier bandwidth to be approximately
equal to the bandwidth of the system under
test.

The above conclusions support the subsequent con-
clusion that the digital implementation of the identification
technique can feasibly be constructed and used in an experimen-
tal test setup under the various constraints presented above.

2. Hybrid Implementation (Final Report Section III.C)

A hybrid implementation of the identification technique
was evaluated. This implementation differs from the digital
implementation in that the input and output of the system under
test are integrated a number of times using analog integrators
prior to sampling via A/D converters. These samples are stored
for future nonreal-time processing on a digital computer.

The analyses of the performance of this implementation
led to the following conclusions:

(1) The resolution requirements for the hybrid imple-
mentation are significantly greater than for the
digital implementation. The hybrid implementation
requires 24 bits which is beyond the current state
of the art in A/D converter technology. The con-
version speed requirements are essentially the
same as those required for the digital implementa-
tion.

(2) For systems with two poles or less, the hybrid im-
plementation offers no advantages over the digital
implementation. For systems with more than two
poles, the hybrid implementation offers potential
performance improvement over the digital approach
for an A/D converter with 24 bits. This improve-
ment however increases the measurement implementa-
tion complexity and cost.

It was concluded that it is not feasible to consider
implementation of this approach for an experimental validation
at this time because of the A/D converter requirements.
However, future improvements in A/D converter technology may
permit implementation of this approach at that time.




3. Analog Implementation (Final Report Section II1.D)

An analog implementation of the identification tech-
nique was also evaluated.

The analog implementation derives the necessary process-
ing (inner product) quantities using analog components. The
inner product device outputs are sampled and stored for further
nonreal-time processing on a digital computer.

The performance evaluation has shown that the critical
components in the analog implementation are the inner product

device and the A/D converter; this has led to the following con-
clusions.

(1) A minimum of 18 bits of A/D converter resolution
is required to achieve minimum identification
performance. Conversion speed is not important
since only one sample per inner product device
output is required.

(2) The maximum tolerable error in the inner product
output is on the order of 10-3 percent to achieve
a minimum level of identification performance for
A/D converters with 18 or more bits of resolution.

(3) Performance improvement requires less inner
product error (10-4 to 10- percent) and increased
A/D converter resolution (20 to 24 bits). However,
the performance of the analog implementation is be-
low that demonstrated for the digital implemen-
tation.

(4) Currently available analog multipliers have an
output error on the order of 0.05 percent, which
is approximately 50 times greater than the maximum
tolerable error of 0.001 percent required for mini-
mum performance of the identification technique.

The analog multiplier and the A/D converter require-
ments for the analog implementation imply that it is not feas-
ible to consider this implementation for an experimental test
setup in the present time frame. Significant technological de-
velopments for analog multipliers and A/D converters are neces-
sary before this implementation can prove feasible.
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EVALUATION

The objective of this effort was to develop, quantify, and evaluate the
practical constraints for the implementation of a time domain methodology for
weakly nonlinear system identification. This time domain methodology permits the
functional characterization (as opposed to numerical) of the second and third order
Volterra kernals from input/output measurements (and subsequent analysis) on an
otherwise, nonlinear black box with memory.

The process of system identification consists of postulating a valid analytical
model for the system under consideration and performing tests on the system to
completely specify or "identify" the parameters which describe the system
analytical model. For example, a linear system is completely characterized by its
impulse response, h(t), The system identification process for this linear system
analytical model consists of any procedure that completely determines h(t). The
present consideration in the area of nonlinear system identification is the deriva-
tion of a valid analytical model for the nonlinear system under consideration.

The identification procedure successfully studied is a black box technique
where only input and output terminal measurements of the nonlinear system are
used. The identification techniqus is applicable to a broad class of weakly
nonlinear systems whose response can be characterized by a finite Volterra series.
The identification procedure involves processing the input and output responses of
a nonlinear system to obtain a set of linearly independent equations which uniquely
define the parameters of a functional form of the second-order impulse response.
Theoretically, the proposed identification technique represents a significant im-
provement over existing identification techniques because of its black box formula-

tion. The intent of the study was to determine where this identification technique

ix

E Y




can be practically implemented and maintain an advantage over existing tech-
niques. To these ends, the practical implementation constraints have been
developed, quantified and assessed for these candidate measurement configura-

tions. The robustness of the technique to nonlinear circuits with many and/or

repeated poles is the subject of Part II of this final report.

Ramiet (} 4

DANIEL J. KENNEALLY ¢
Project Engineer




SECTION I

INTRODUCTION

A. STUDY OBJECTIVES

The basic objective of this study effort is to evaluate the
practical feasibility of a nonlinear system identification tech-
nique. The identification procedure studied is a black box
technique where only input and output terminal measurements of
the nonlinear system are used. The identification technique is
applicable to a broad class of weakly nonlinear systems whose
response can be characterized by a finite Volterra series. The
identification procedure involves processing the input and out-
put responses of a nonlinear system to obtain a set of linearly
independent equations which uniquely define the parameters of a
functional form of the secrnd-order impulse response. Theoreti-
cally, the proposed identification technique represents a signif-
icant improvement over existing identification techniques be-
cause of its black box formulation. The intent of the study to
determine if this identification technique can be practically im-
plemented and maintain an advantage over existing techniques.

The study effort is divided into two parts:

Part I An implementation feasibility study to determine
practical methods of implementing the measurement
scheme - both digital and analog - and to evaluate
the requirements for the components of the measure-
ment scheme.

Part II A computational complexity study of the identifica-
tion technique processing to determine the class of
nonlinear systems to which the technigque can be
practically applied.

This final report represents the results of Part I of the
study effort ~ the implementation feasibility study. The compu-
tational complexity study results will be presented in Part II
of this final report.

B. SUMMARY OF RESULTS AND CONCLUSIONS

THree basic implementations of the identification technique
were evaluated and the requirements for the critical parameters
of cach element of the measurement scheme were evaluated. The




results of these performance evaluations and significant con-
clusions are summarized below for the three configurations.

1. Digital Implementation

The block diagram of the digital implementation of the
identification technique is shown in Figure 1. A signal gener-
ator excites the nonlinear system with the appropriate sum of
decaying exponential functions. This input and the resultant
nonlinear system output are amplified and converted into digital
form via A/D converters. The resultant samples are stored in
memory for future nonreal-time processing on a general-purpose
digital computer.

The performance evaluation of the digital implementa-
tion of the identification technique showed that the critical
components of the digital implementation are the A/D converter
and the pre-A/D converter amplifier. The important conclusions
impacting parameter specification of these devices are summar-
ized below.

a. A/D Converter

(1) The A/D converter must have 14 to 16 bits of
resolution for adequate performance with a
two-pole system. This increases to 20 to 24
bits as the number of poles increases to four.
Since the highest resolution commercially
available A/D converter has 16 bits of resolu-
tion at this point in time, any experimental
validation of this implementation should be re-
stricted to systems with two poles or less.

(2) The sampling rate requirements for the A/D
converter are driven by the accuracy re-
quirements of the processing technique. For
a two pole system, the sampling rate should
be 4 to 10 times slower than the highest
break frequency of the system under test.
The fastest 16-bit A/D converter currently
available is limited to a sampling rate of
125 kHz. This implies that the system under
test be limited to an upper break frequency
of approximately 10 to 30 kHz.

b. Amplifier

(1) The pre-A/D converter amplifier is necessary
to adjust the output of the system under test
to the full-scale input voltage level of the
A/D converter.
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(2) The bandwidth requirements ot the amplifier
are a function of the processing approach
used for identification., In general, one
approach requires an amplifier with a band-
width 1000 times the bandwidth of the system
under test while the other approach requires
the amplifier bandwidth to be approximately
equal to the bandwidth of the system under
test.

(3) Operational amplifiers with gain-bandwidth
products of up to 1000 MHz are presently com-
mercially available. These are compatible
with either processing approach described in
{2) above.

C. Remaining Components

The remaining components of the digital implementa-
tion are not technology limited in terms of enabling implementa-
tion of the identification technique. The important conclusions
are given below:

(1) No commercially available waveform generator
has an exponential function capability. The
appropriate inputs will be generated by using
operational amplifiers as low-pass filters
and appropriately clamping the short pulse re-
sponse to obtain the exponential function.

(2) Data storage will be accomplished using
static random access memory (RAM) chips and a
programmable interface to transmit the data
to the digital computer for nonreal-time
processing.

The above conclusions support the subsequent con-
clusion that the digital implementation of the identification
technique can feasibly be constructed and used in an experimen-
tal test setup under the various constraints presented above.

2. Hybrid Implementation

A hybrid implementation of the identification technique
is shown in Figure 2 for a test system with two poles.

This implementation differs from the digital implementa-
tion,in that the input and output of the system under test are
integrated twice using analog integrators prior to sampling via
A/D converters. These samples are stored for future nonreal-
time processing on a digital computer.
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The analyses of the performance of this implementation
led to the following conclusions:

(1) The resolution requirements for the hybrid imple-
mentation are significantly greater than for the
digital implementation. The hybrid implementation
requires 24 bits which is beyond the current state
of the art in A/D converter technology. The con-
version speed requirements are essentially the
same as those required for the digital implementa-
tion.

(2) For systems with two poles or less, the hybrid im-
plementation offers no advantages over the digital
implementation. For systems with more than two
poles, the hybrid implementation offers potential
performance improvement over the digital approach
for an A/D converter with 24 bits. This improve-
ment however increases the measurement implementa-
tion complexity and cost.

(3) The amplifier and signal generator requirements
are the same as those derived for the digital im-
plementation.

{4) The amount of data to be stored is [N + (1/2)]
times greater for the hybrid implementation than
for the digital implementation (N is the number of
poles in the linear portion of the system under
test).

It is not feasible to consider implementation of this
approach for an experimental validation at this time because of
the A/D converter requirements.

However, future improvements in A/D converter technol-
ogy may permit implementation of this approach at that time.

3. Analog Implementation

An analog implementation of the identification tech-
nique is shown in Figure 3.

The analog implementation derives the necessary inner
product quantities using analog components. The inner product
device outputs are sampled and stored for further nonreal-time
processing on a digital computer.

The performance evaluation has shown that the critical
components in the analog implementation are the inner product
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device and the A/D converter; this has led to the following con-
clusions.

(1) A minimum of 18 bits of A/D converter resolution
is required to achieve minimum identification -
performance. Conversion speed is not important
since only one sample per inner product device
output is required.

(2) The maximum tolerable error in the inner product
output is on the order of 10-3 percent to achieve
a minimum level of identification performance for
: A/D converters with 18 or more bits of resolution.

(3) Performance improvement requires less inner

product error (10‘4 to 10-° percent) and increased
i A/D converter resolution (20 to 24 bits). However,
the performance of the analog implementation is be-
low that demonstrated for the digital implemen-
tation,

(4) Currently available analog multipliers have an
output error on the order of 0.05 percent, which
is approximately 50 times greater than the maximum
tolerable error of 0.001 percent required for mini-
mum performance of the identification technique.

i e R s 1 B Do it g

i (5) Amplifier and signal generator requirements are
g essentially the same as those derived for the digi-
tal implementation,

(6) Data storage requirements are significantly re-
duced for the analog implementation. Only
(4N + 1) data words need to be stored (N is the
number of poles in linear portions of systems
under test).

The analog multiplier and the A/D converter require-
‘ ments for the analog implementation imply that it is not feas-
| ible to consider this implementation for an experimental test
. setup in the present time frame. Significant technological de-
velopments for analog multipliers and A/D converters are neces-
sary before this implementation can prove feasible.
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SECTION 11

IDENTIFICATION TECHNIQUE

A. IDENTIFICATION TECHNIQUE DEVELOPMENT
1. Background

The basic objective of this study (Part 1) is to inves-
tigate the implementation feasibility of an identification
technique for nonlinear systems. The identification technigue
is described in detail in this section and is based on the
analysis presented in Reference 1. This technique is a "black
box" procedure in that only measurements at the system input and
output terminals are required. The feasibility of implementing
a test setup to make the required data measurements of the input
and output is the primary focus of this study (Part I). The
identification technique is applicable to a class of weakly non-
linear systems whose behavior is adequately characterized in
terms of a finite Volterra functional series given by

n
Ih (ty,...,T.) @ x(t- t_) dt._, (1)
1 n' 1 n p=1 P p

y(t) =
n

I M=
I~ =)

y (t) =
1 n n

where

yn{(t) 1is the n-th order portion of the response
f

denotes an n-fold integration from -~ to +

n
n denotes an n-fold product
p=1

The nth-order Volterra kernel hn(ti,+++,1n) can be re-
ferred to as the nth-order nonlinear impulse response (Reference
2). 1In actuality, the nonlinear impulse responses may not be
identically zero above order N. However, the finite sum of




equation (1) implies that higher-order terms contribute negligi-
bly to the output.

As is the case with linear systems, there is a corres-
ponding representation in the Laplace transform domain. The
nth_order nonlinear transfer function, which is defined to be
the n-dimensional Laplace transform of hp(t1,...,1pn), is given

by
n —spr
. . = N : 2
Hn(bl,...,hn) A hn(rl,...,rn) g ¢ dip. (2)
p=1
Closely related to y,(t) is the multidimensional time
function
n
yn(tl,...,tn) = I hn(r],..,,mn) pgl x(Lp— 1p) (hlf (3)

It is observed that yp(ty, ..., ty) = yp(t) when ty = .0 = t,
= t., If the n-dimensional Laplace transform of yp(ty, ..., ty) is
denoted by Yp(si,...,sp), it follows from cquation (3) that

s ) = H‘(s

where X(s) is the conventional one-dimensional Laplace transform
of x(t). Yp(sy,...,sp) is reduced to Yy(s), the Laplace
transform of yn(t), by applying the "association of variables™
technique introduced by George (Reference 3).  This approach
implies that the nonlincar system is completely characterized by
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the nonlinear impulse responses or, equivalently, the nonlinear
transfer functions. Once either of these is known, the system
response can be determined for arbitrary inputs. The problem of
identifying a weakly nonlinear system therefore, consists of
identifying the nonlinear impulse responses, by h, (ty, ta, ...,
th), n=1,2,...,N.

The identification technique developed in Reference 1
is designed to identify the parameters of closed-form expres-
sions for the nonlinear impulse responses, h, (ty, to, ..., tp),
n=1,2,.,..,N. The analysis presented in Reference 1
demonstrates how the technique identifies the parameters of
hi(t), hg(ty, to) and h3z(ty, to, tz). On the basis of this
analysis, it is believed that the technique is extendable to
identification of higher order nonlinear impulse responses
(N > 4), This study (Part 1) is concerned with the feasibility
of implementing the identification of only the linear and
second-order nonlinear impulse responses, hj(t) and ho(ty,tg).

A functional form for hg(tj,ts) for a broad class of
nonlinear systems is presented below.

2. Functional Form for ho(ty,to)

In Volterra analysis, hy(t) is the impulse response
usually associated with the linear incremental model of a
nonlinear system. When this model consists of linear resistors,
capacitors, inductors, and controlled sources, the linear
impulse response is described by

(5)

where Re {2j} < 0 and it is assumed that the A are distinct.

In general, a weakly nonlinear system contains several
nonlinearities. 1If the nonlinearities can be modeled by
nonlinear resistors, capacitors, inductors, and controlled
sources whose current-voltage relationships can be expanded into
power series as shown in Table 1 and if hy(t) is given by
equation (5), the second-order nonlinear impulse response can be
expressed in the symmetrical form (Reference 1):

11
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TABLE 1. CURRENT-VOLTAGE RELATIONSHIPS OF
POSSIBLE NONLINEARITIES

é 1) Zero Memory, Independent Nonlinearity
‘ ° ~

] i=K(v) = .7 K,v

- 3=1 ]

4 2) Zero Memory, Dependent Nonlinearity

E ®

| i=Guv) = 7 7§ g.kujvk

E J:O k:o ]

% j#k=0

|

g 3) Capacitive, Independent Nonlinearity

' d a < 3

i=3-0Q(v) = = § y.v

i d .

i t dt 423 3
% 4) Inductive, Independent Nonlinearity

§

1 . T t 3

; i= 7 w.[[ v(z)~dz]*

! j=1 e

; where

i

§

¢ v = incremental voltage across the element
] i = incremental current through the element
|

} u = incremental voltage elsewhere in the circuit.

.
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and where the natural frequencies in equation (6) are related to
those in equation (5) according to:

By = Ay, 8y = Agieeeay = Ay
aner Al - Al = 0, At T Al - Az, » AN T Xl - AN
Bonsr = Mz T M, Panez = Az T Agecccs 23n-1 T Ag T Ay
ANz N+3 = AN T Apv Bn2oNeq T AN T Ao
aN241 - AN T An-1 (9)

The ordering of the #ky terms in equation (6) assumes
all the factors Aj- }Aj to be distinct, such that Aj -~ Aj # Ag
for any i,j,k = 1,...,N. Also, the zero entry that results
from A§ - A; when i = j is included only once as the entry ay41.
In addition, it is readily shown that (Reference 1)

for k,,k, < N (10)
1%2 251 12

and that the coefficients of terms in equation (8) having the
form

13
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(A, = Aty + At
e 1 J’1 i“2 ’ i4 ]

are identically zero.

The identification technique will identify the
parameters of hg(ty, tg) as represented in equation (6).

3. Identification Technique Description

The functional form for hg(ty, tg) established in
equation (6) implies that the identification of hs(ty, to)
reduces to identification of the parameters ayg,, ag,, Ak k, and
N. However, equations (5) and (9) show that ajy., ag, an ﬁ can
be determined once the linear impulse response 1s known.
Therefore, the task of identifying these parameters reduces to
the task of identifying hj(t). The problem of identifying the
coefficients Aklkz still remains.

The identification process separates into two distinct
steps: (1) identification of hi(t); and (2) identification of
the Akiks quantities of ho(ty, to). These two steps are
considered below.

a. Identification of the Linear Impulse Response,
hy(t)

The first step in the identification of hy(t), the
linear impulse response of a nonlinear system, is to excite the
system with an input amplitude such that the output is linear.
The amplitude of this signal can be determined by exciting the
system with a sinusoidal signal of amplitude A and performing a
spectral analysis of the resultant response. Amplitude A is
then adjusted until the amplitude level of the harmonic
frequencies of the output becomes sufficiently small compared to
the level of the fundamental component. The following analysis
assumes that the output of the nonlinear system represents the
linear response of the systems described by

1 (11)

hy (t)

14




where Re JA;f < 0 and the A; are distinct. The A\j and Rj will
be identified using the pencil-of-functions approach (Reference

4).

The pencil-of-functions approach operates on the
system as shown in Figure 4, where the input to the linear
system and resulting output are integrated N times over the
real-time interval (0,T). The following notation is used in

Figure 4.

t
S x.(t) dt 0<t«<T
o 1! - -
Xi+1(t) = (12)
0] €lsewhere
i=1,.. N
t —
S yi(T) dt 0 <t«<T
—_ _ 0 - -
Vigp (L) = (13)
0 elsewhere
i=1,. N
T
X, (s) = A ‘xl(t)) = ; x(t) e St gt (14)
' ) 0
X
X1+1(S) = P 1=1,...,N (15)
— —_— T -
Y, (s) = £ : yl(t): =7 y(t) ¢S at (16)
0
7.(8)
Yi+1(s) = ls i=1,...,N (17)
15
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It has been shown (Reference 4) that poles of the
linear system satisfy the polynomial equation

N .
r a1 |02N+1] /2 - o (18)
i=0 M1 41041

where Ggyns+i is the Gram determinant shown in equation (19)
below:

<V, ,V.> <y..v V..V, V. Vv

Y1'¥17 VpVe? eee VioVner® VpeXg> o <VpiXyyy?

<o = - - — —

Yo:¥1” <y2,y2> ce <Y2,YN+1> Vo Xp> L Vo Xne1?
G2N+1 = <yN'y1> <yN’y2> ... <yN’yN+1> <yN,x2> ses YN Xn+1

X5,¥q> <32,y2> <Ko, VYN+1> XgrXg> .. Xg, Xy >

<x V. >< .y V.
N+ Y17 XN Y27 Ny Ve e %27 Ky X

(19)

Further, the residues Ry of the poles Xj satisfy the equation

-1
R=C Y (20)
where
Ry
R2
R = residue matrix = R3 (21)
o RN_

17




[ 3,(m) ]
¥5(T)
Y = output matrix = 54(T) (22)
Vogpq (T)
Bl b

C =N x N matrix whose i,jth element is defined by

P.(T) i x_ . (T) .
Cy = g - T P (23)
J AL m=1 (X.)
J J
where
T ,.,(T-1)
PJ(T) =/ e x(t) drt (24)
0

Equations (18), (20), (23), and (24) show how Rj
and Aj are obtained once N is known. The pencil of functions
technique also permits determination of N, the number of poles
of the linear system. This can be accomplished as follows:

Using the system shown in Figure 4:
(1) Assume N =1

,+ess,N+1, and

(2) Measure yji(t), 1
2,000, N1

xi(t),

i
i

(3) Form the Gram determinant Ggn+y as given by
equation (19)

(4) Check singularity of GoN+i

18




(5) If Ggn+1 is nonsingular, increase N by 1 and
repeat from step (2)

(6) If Ggyn+) is singular, then the number of
poles is N - 1

Therefore, the pencil-of-functions system identification
technique completely specifies hj(t) as given in equation (11).

b. Identification of the Second Order Impulse
Response, ho(ty1,to)

The second step of the identification procedure is
to identify the unknown parameters of ho(ty, to). With
ho(ty,t2) given by:

A g € Uty -t (25)

N
z )
= 2

1 k,=1

the only unknown parameters are the Ak,k, gquantities since M, N,
Ay, and Ay, are known from identificatioft of hy (t). A proce-
du}e for d%termining the Ay.k, using the pencil-of-functions
method is described in this section.

The identification procedure utilizes the response

of the weakly nonlinear system to a sum of L decaying
exponentials as described by:

-o.t
i

o=

x(t) =
0 , t <o (26)

where Re {o1} > 0. The second-order portion of the response to

x(t) is given by the two-dimensional transform

Yp(5,,85) = Hy(sy,5,) X (51) X (sp) (27)
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Taking the one-dimensional Laplace transform of x(t) and the

two~dimensional Laplace transform of hg(ty,tg) and substituting
into equation (27) results in

M N L L
18g) = I z T3 A

Ya(s k. .k
ky=1 k,=1 i=1 j=1 “1%2

517 Sy Ty

2 L 1 1
((S1 TSy T akz)(sl " )52 T akz)) <S1 * “i) (52 * aj)

(28)

Applying George's "association of variables" technique
(Reference 3), Yp(s) becomes

M N L L
Y. (s) = X I T A,
2 k =1 k,=1 i=1 j=1 Ky¥q

a. + a. + 2a

)(ai+a )(ai+aj+a +a, ) s - (a, *a,_ )

a.ta
( J

k k k k

1 1 1 2

1 1

Y(o.*a, ) s + (o, -a_ )
1 i k2 J

1 1
(ai+ak1)(aj+ak2) s + (ai -ay )

+
(cx‘j a,

.+ o, +
oy aJ 2ak

)(ai+a

2 1

+
)(ui+uj+a

(o.+a
J kg ko
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aj # akl for j =1,...,L; kl =1,...,M
.+ A + L, = - = .
oy aJ akl ak2 # 0 for 1i,j 1,...,L; k1 1,...,M;
k2 =1, ,N
akl ¥ ak2 for k2 =1,...,N; kl =N+ 1,...,M,

(30)

The expression in equation (29) is the Laplace
transform of a sum of exponential time functions. This sum can
be interpreted as the impulse response of an equivalent linear
system as indicated in Figure 5. 1In other words, the second-
order response ys(t) can be visualized as though it were
generated by an equivalent linear system. However, the
equivalence is valid only if the equivalent linear system is
considered to be excited by an impulse. It follows that the
problem of identifying ho(t;,t9) has been reduced to the simpler
problem of identifying a linear system and the pencil-of-
functions technique can be used again.

=1
= Y
8 (t)———m H(s) = Y, (s) vi =’ 0

Figure 5. Equivalent Linear System with Transfer
Function Yg(s)
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The system is excited by an input amplitude such
that the output is described by linear and second-order terms,
y1(t) and yo(t). The identification process will operate the
signal yo(t). For this purpose, the second-order portion of the
response, yo,(t) is isolated from the total response. yp(t) is 1
obtained by subtracting from the total response the correspond- 1
ing linear response yi(t), which is known because hj(t) has been
identified. It is shown in Reference 1 that the second-order
response yo(t) need not be isolated from the total response for
the identification procedure to work. (This will be investi-
gated in detail in Part II of the study.) However, isolation of
yo(t) from the total response eases the mathematicalpresentation
and will be assumed necessary at this point, to identify
implementation constraints.

Once yo(t) is isolated from the total response, ;
the coefficients Ag,k, are then evaluated by applying the
pencil-of-functions méthod to yp(t), treating it as though it
were the impulse response of a linear system. This latter step
is now discussed in detail.

From equation (29), the poles of Yy(s) are given

by
s = a + a , ky =1, Mk, =1, , N
k1 k2 1 2
s = —al + ak , 1 =1, ,L; k2 =1, , N
2
s = —ul - uj , 1,3 =1,...,L. (31)

First, consider poles of the form s = ay, + akg, = 239 ;¢ ;
=1,...,N., The terms in Yo(s) corresponéing 16 the pole at 2Xg
are given by ]

L L 1 1

Y, ,,(s) = £ I A S
228 i=1 j=1 22 (uj+x2)(ai+12) s 2Xg

(32)
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If the residue of the pole at 2 Ag , as evaluated using the
pencil-of-functions method, is 812, it follows that

L L
A = B z b
L2 L4 i=1 j=1

1
(aj+A2)(ai+A1) £ =1,...,N. (33)

This procedure results in identification of N of the
coefficients.

: Consider next poles of the form s = ap, + ago = Ag
+ A where 2## mand &,m=1,...,N. Since Agy = Apg for °,m <
N,the terms in Yp(s) corresponding to the pole at )y + A are
given by

L L

Y., (s) = I I Ay
22’m i=1 J=1 m

4
ui + Otj 2)\2

(aj + XQ)(ai + Al)(ai + aj + gt Am)

a., + o, + 2X 1
+ > o + + 2 ) s Ag = A
(aj + )\m)(ai + Am)(ai + aj Ay m [ m
(34)
I1f the residue of the pole at Ag + Am, as evaluated using the
pencil-of-functions method, is Blm’ it follows that
L L oy + q17+ 2) g
A, =28 z z T T
2m leizl j=1 (aj + AQ)(ai +>\2)(ai + aj Ag, km)
-1
. oy + QJ,+ ZAm
.+ AL 4+ + A
Cay ¥ AgCay ¥ A Cay ¥ A+ A * ) |y 1N
£ # m, % < m,
(35)
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The input and output functions'are integrated using
Simpson's rule of integration (Reference 5), given by

b .
S oy(t) dt = L97§Fﬁl [y(O) + 4y (AT) + 2y(2AT) + 4y (3AT)
a
+ ... 4+ 2v((2n - 2)AT) + 4y((2n - 1)AT)
+ y(2nAT) (36)
where
AT = l.):__l = time between samples
2n
2n = number of subintervals between data points.

The effect of numerical integration techniques on the perform-
ance of the identification technique will be addressed in Part
IT of this study.

The remaining processing involves matrix manipulations which
are accomplished using standard FORTRAN computer subroutines, as
listed in Appendix A.

C. PERFORMANCE INDICES FOR THE IDENTIFICATION . TECHNIQUL

A first step in assessing the performance of given implemen-
tation of the identification technique is to establish a sect of
performance indices which adequately reflects that performance.
This is not a simple task, as performance indices are very
numerous and in many cases require subjective interpretation.
The intent in this study has been to establish a set of
performance indices that is used consistently for all implemen-
tations and that reflects, at least for comparison purposes, the
performance of the identification technique.

Two primary performance indices were used during the study:

(1) Percentage error between the predicted system poles and
residues and the actual system poles and residues

(2) Normalized mean-squared error between predicted system
output response and actual system responsc.
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The percentage error index of performance indicates how well
the technique identifies each pole and residue of the test
system, The percentage error is given by

(Predicted System Pole) - (Actual System Pole)

EPc - Actual System Pole x 100
pole (37)
E - _(Predicted System Residue) - (Actual System Residue)
Pc Actual System Residue

i residue %X 100 (38)

The normalized mean squared error is defined by the equation

T
1 2 ]
T é (yp - y,)  dt
NMSE = (39)

1'11: 2 4t

— y’

T 0 a

where

yp(t) is the predicted system output to input x(t)
ya(t) is the actual system output to input x(t)
T is the period of integration

The normalized mean squared error performance index
indicates how well the predicted system responsec approximates
the actual response to the same input. It is possible to
construct this performance index 1n this study because the
actual system response is analytically known for the systems
considered. This index of performance is better than the
percentage error in the sense that it evaluates the influence of
errors in the poles and residues on predicting system responses,
It is possible that a very large error in a pole or residue
(>100 percent) will have only a minor impact on normalirzed mean
squared error since the pole and residue contribute negligibly
to the total system output.
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This study considers systems whose outputs generally consist
of sums of exponential functions. In these cases, the predicted
system output and actual system output are represented as:

]
(| e B~

=]

o

o
t

v
o

y (t)
P i (40)

Il
I~ 2

=

0]

|
ct

v
o

ya(t) Ra, (41)

The normalized mean squared error is given by

(42)

(43)

(44)




P—

One remaining issue in the area of performance indices is
the interpretation of the results. The question is “How
accurate must the identification technique be to achieve a
satisfactory level of performance?" The absolute accuracy
requirements depend on the application of the technique. 1If a
precise description of the system under test is required, then
percentage errors of 0.05 to 0.1 might be necessary. On the
other hand, prediction of the poles of a system to within 10 to
20 percent may be more than adequate in some cases.

Similarly, the interpretation of the normalized mean square
error (NMSE) also causes this dilemma. For this study, an arbi-
trary level of minimum performance has been established which
corresponds to that level of NMSE induced by a l10-percent error
in each pole and residue. This NMSE performance level is a func-
tion of the system under test and is established quantitatively
for the test systems considered later in the report.

It should be noted that significantly better performance of
the identification technique will generally be desired, but this
level of minimum performance will permit determination of a set
of minimum system requirements for each implementation of the
technique.
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SECTION 111

IMPLEMENTATION FEASIBILITY STUDY

A. IMPLEMENTATION APPROACHES

The basic objective of this study phase is to establish
requirements for implementation of the identification technique
described in Section II. Three basic implementations were
considered:

(1) Digital - the input and output of the system under test
are sampled using analog-to-digital (A/D) converters
and all subsequent processing is done on a general-
purpose (GP) computer in nonreal time.

(2) Hybrid - the input and output of the system under test
are integrated N times by analog integrators and the
outputs of each integrator are sampled for further
processing on a GP computer.

(3) Analog - the pencil-of-functions processing is
implemented using analog components and only the inner
products for the Gram matrix are sampled using A/D
converters. These samples are then used in a GP
computer for solution of the appropriate equations,

These implementations are discussed in paragraphs B, C, and D
below and the results of the implementation feasibility study
are reported.

B. DIGITAL IMPLEMENTATION

The digital implementation of the identification technique
is shown in Figure 6. A signal generator excites the nonlinear
system with the appropriate sum of decaying exponential func-
tions. This input and the resultant nonlinear system output are
amplified and converted into digital form via A/D converters.
The resultant samples are stored in memory for future nonreal-
time processing on a general-purpose digital computer using the
program described in Section IT1.A. These input and output
samples are then numerically integrated to form the appropriate
inner product entries of the Gram matrix for the pencil-of-
functions method of system identification.
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The requirements for each element of the digital implemen-
tation of Figure 6 are discussed in detail below.

1. A/D Converter
a. Requirements

A key clement of the digital implementation of
Figure 6 is the A/D converter used to obtain the input and
output data samples for identification processing. The study
determined the required performance specifications for the A/D
converter to achieve satisfactory identification technique
performance and also assessed the state of the art in commer-
.cially available A/D converters to determine if the required
specifications can be met. Performance specifications for A/D
converters are numerous but the major parameters inpacting
technique performance are resolution and conversion time. The
requirements for these parameters were established during the
study.

The identification processing computer simulation
was modified to include an A/D converter model which is des-
cribed in detail below.

b. Simulation Model

The A/D converter simulation model is illustrated
in Figure 7.

Ms8 N BITS

INPUT W~ A/D CONVERTER [—>OUTPUT =w’

Figure 7. A/D Converter Simulation Model

The simulation inputs for the A/D converter are: (1) the
most significant bit magnitude (MSB) and (2) the number of bits
of resolution of the A/D converter (NBITS). The simulation con-
verts the input to the A/D converter to a digital representation
according to the input-output representation of Figure 8.

The level L. in Figure 8 corresponds to the

magnitude of the least significant bit. The least significant
bit is related to the most significant bit by the relation
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Figure 8, Digital Output Voltages vs. Input Voltage

32

—a INPUT

S—




L = wsp,2 NBITS-2) (45)

This assumes that one bit is used to indicate the sign (positive
or negative) of the input signal.

The output of an A/D converter is a string of
digital 1's and O's that represent the input voltage level. The
simulation model of the A/D converter produces a decimal number
that is the equivalent of these 1's and O's. The output of the
A/D converter is given by

NBITS-1
W= SIGN - & o - M3B)
i=1 2
for & € {O, l} (46)

where SIGN = + depending on polarity of input voltage W,

From Figure 8, if
2MSB - L < W < 2MSB - L (47)

then the input voltage W is rot hard limited by the A/D con-
verter. This level determines the value of MSB to be used in
the simulation to obtain greatest resolution for a given con-
verter size.

The A/D converter simulation model is given in its
FORTRAN representation in Figure 9.

Most commercially available A/D converters have a
fixed full-scale input signal level (typically +5 or 10 volts).
This input signal level determines the magnitude of the most sig-
nificant bit at the A/D converter output. This implies that an
input to the A/D converter will need to be amplified to the full
scale input voltage level in order to obtain maximum resolution
out of the A/D. This presents little problem to the identifi-
cation technique if the amplifier is ideal (infinite bandwidth,
linear) since its effect can be removed in the nonreal-time
processing of the GP computer. Consequently, the simulation
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30

5

IF(XW.GE.(2.%XMSB=-D/2.)) PRINT,"A/D HARD LIMITED SAMPLE"

70
80

SUBROUTINE ATOD(W, XMSB,NBITS)
IF(NBITS.LE.OQ) Gn To 80
U2=0.0

SIGN==1.

IF(W.GE.0.0) SIGN=1,

XW=W

D=2.0%*XMSB

XW=XW*SIGN

DELTA2=XMSB

DO 30 I=1,NBITS~I
DELTA2=DELTA2/2.

WOUT=2,* (XMSB-DELTA2)

DO 5 I=1,NBITS

D=D/2.9

Y=DABS (XW-U2)
IF(Y,LE.DELTA2) WnUT=02
X=u2-n

IF(XW.GE.U2) X=U2+D

U2=x

IF(XW.LT.DELTA2) WOUT=0.0

W=WOUT*SIGN
RETURN
END

Figure 9. Listing of FORTRAN Subroutines for
A/D Converter
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assumes, at this point of the study, that an ideal amplifier is
used and the most significant bit of the A/D converter is set
according to the level of the function input to it. The effects
of a non-ideal amplifier are evaluated in paragraph B.9. below.

C. Performance Evaluation

Two representative systems were used to evaluate
the performance of the identification technique and assess
requirements for the components of the digital implementation.
The first is a two-pole system whose linear and second-order
impulse responses were determined in Reference 1. The second is
a four-pole system introduced to evaluate the effects of system
complexity (number of poles, N, in linear model) on technique
performance. The details of these systems and the performance
results are presented below.

(1) Two-Pole System Analysis and Results

The initial system selected for investigation
was a two-pole linear system with an impulse response given by

6
h(t) = 2.8069192 x 105 e—0.011550998 (2mx t? )t
-2.7368441 x 108 e—10.616986 (2mx 107)t (48)

This is a linear representation of the amplifier shown in Figure
10. The poles of the system are at 11.550998 KHz and 10.616986
MHz.

The input to the system was selected to be

7
3 -10°t

x(t) = (1 x 107Y) e u(t) (49)
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where u(t) is a unit step function, This corresponds to the
input level required to excite the circuit in Figure 10 in
linear operation. The resultant output is given by

6
v(t) = (2_827442(10-4 ,-0.011550998 (27 x 10°)t

o . 6
+4.82616765 x 107~ o 10-616986 (2m x 107)t
7

2 -10't
€

-4.85444205 x 10 ), t>0 (50)

These representations of y(t) and x(t) were
used in the computer program as the inputs to the A/D converter
of Figure 6. To establish a baseline for performance compar-
ison, the initial simulation run was made without an A/D conver-
ter. The accuracy of the samples was equivalent to the GP
computer machine accuracy. This result is presented in Table 2
for an integration time of 9.6 X 10-6 second. Variation of the
integration time and sampling interval indicated that the 9.6 us
integration time resulted in best performance. Results for
other integration times/sampling intervals are shown later in
this section. The results of Table 2 indicate that excellent
performance is achieved using the identification technique. The
percentage error on all poles and residues is less than 0.05
while the normalized mean squared error is 0.41 X 10-8. As
noted earlier, the minimum level of acceptable performance was
set to the normalized mean squared error corresponding to a
10-percent error in each residue and pole. For the system
described by equation (48), a 10-percent error in each pole and
residue corresponds to a normalized mean square error of

NMSE = 0.63 X 10-3. (51)

(10%)

The simulation was exercised for varicus
levels of A/D resolution from 8 to 24 bits and the results are
presented in Table 3. Figure 11 is a plot of normalized mean
squared error as a function of A/D converter resolution. Figure
11 and Table 3 results indicate that lit.le performance improve-
ment is gained for A/D converters in excess of 16 bits resolu-
tion. The minimum performance level is exceeded for A/D con-
verters with 10 bits or more resolution.
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Another performance measure is indicated in
Table 4 which corresponds to the maxlmum error in the magnitude
squared of the transfer function, |H(s)| , over the frequency
range of 1 kHz to 100 MHz. This error is less than 0.06 dB for
A/D converters with more than 12 bits resolution.

These simulation runs were repeated for dif-
ferent integration time periods and sampling intervals. These
results are tabulated in Tables 4 to 6 and are summarized in
Figure 12. These results indicate that no significant
difference in performance is noted for integration times of
4.8 us or greater.

(2) Four-Pole System Analysis and Results

The two-pole system identification example
presented above leads to the conclusion that it is feasible to
consider an experimental implementation of the identification
technique (as far as A/D converter resolution requirements are
concerned). It is necessary to consider systems with more than
two poles because, as the system complexity (number of poles)
increases, the computational load increases and it is expected
that the impact of error in the input and output samples will be
greater. Therefore, a four-pole system was investigated to
determine the effect of system complexity on implementation re-
quirements and performance.

The four-pole system considered had an im-
pulse response given by

- 6
h(t) = 2.8060192 x 105 & 0-011550998 (2mx 10°)t

6
—1.20 x 107 &-0-510 (27 x 10°)t

6
£1.51 x 107 ~0-82 (27 x 10°)t

6
-1.61 x 108 e—6.50 (Zm7mx 107)t

Several trial runs led to the selection of a 4.8 us integration
time and a 1.5 ns sampling interval. The initial set of results
was run for a perfect A/D converter. These results are pre-
sented in Table 7. The results for this example indicate
acceptable performance of the identification technique; however,
the performance is not as good as was achieved for the two-pole
example. There are several potential reasons for this lower
level of performance. The first explanation is the increased

11




(A S A 8ATEPLB09" 1~ ge*e 888E98° 01
pajeInoTed 10N 81°0 ]
0°¥01- paABLYEIIT " - 8°E£G~{22BEFEECCOO 0
LL-z- 83€£088095° g - 99°¢ £90822°01
E¥°0-} ¢-01T X ZET"O o1
898°0 6326.21€8°2 £$8°0 ZPP8¥9110°0
S6100°0- 83906.L9€L° 2~ 961" 0~ 9¢v009° 01
81170 ¢-01 x 22%2°0 21
Ss¥S°0 e360£2228°2 001°0 60929GS110°0
620° 0~ 8386P09€L° 2~ GG0°0- £80T19°01
L90°0 L-01 X ¥EL°0 vl
6220°0~ G36296L08°2 161°0-] v1682S110°0
600°0 8366LC9€L° 2~ G10°0- P6ESTO° 07
G20°0 g~-0T x 1GE°0 22
9v00° 0~ S3G606L908°2 80°0- | 88SI¥GTII0°0
GL0° 0~ 8Ib98LYEL T~ 80° 0~ 60G809°01
80°0- | .-0T X 2.8€°0 193113AU0)
v0°0 GdZ101808°2 gz1°o LIYPSOSTI10°0 a/v ox
ZHRK T 01 ZHY T Jo0xayg J0xag sSaNPISay waisAg JI0JX3 (ZHRK) si1g 4/v
0¥ (dp) Nﬁmvz_ paJxsnbg uwvaR 23e3udda3g pai1oIpadd 23831Ua0I3d | S310d wWalIs4LS 3o Jaquny
dl JO0JI§ WNWIXBRN pPa3101paJg
SU € = TYAHIINI ONITIRYS ‘ST 2°L = AWIL NOILVHDIINI
NOILATOSAY HALYIANOO d/v 40 ST3Ad7T ¥04 SIINSAY ¥ 314Vl

12




16— 8366G26£E° 1- LS°1 TL9€8L° 01
p331BINOYEBD 1ON 992°0 8
9°801- yA92v002v° 2- 2°9L-|S0T10PSL200°0
1°9 83L,618€06° 2~ S8° 1 v¥reI8- 01
z°E£e z-0T X 961°0 o1
L0 ¥ Gd2801126°2 9°19-[P18E6CYP00°0
62°0 830E8LVVL" 2 2S1°0 £81€€9° 01
8€6°0 g-01 x 6¥2°0 (A
yT11°0 GITSITI0T8 2 LZ°€=-] ¥9LELITIO O
9€2°0 83026CEVL 2 €v2°0 L082¥9°01
G86°0 g-01 X PO%°0 L &
LL*O- CACHZESBL T €9°%—-| L6¥910110°0
61°C 83L8%0EPL° 2 8¢z2°0 ZEVPEFO° 01
896°0 g-0T ¥ 229°0 91
01~ c388YIBLL C VPL°¥-| 96SE00T10°0
2E0°0- 8AT9G6SEL " C— L2v0° 0~ 2S¥219°01
221°0-} ,-0T X $ST°0 I331X3AU0DH
GET*0 GIEPTLOTIB 2 S09°0 668029110°0 a/v on
ZHK 00T ©3 ZHY T JOJIJIY JOIIy sanpisay wd3sAs 10334 (ZHW) s119 g/¥
xo3 (gp) Nxmvx_ paaxsnbg uwap 83wvwquadxad paio1ipaad 93vi1uadJ3d | sayod Wa1SASg Jo xsquny
Ul JOJJIJ UNWIXBR paidoipaad

su z =

‘NOILNTOSIY ¥ALYIANOD G/V JO STFATT HOd SI1TNSHY

TVAYIINI ONITIWVS

‘st gy = INIL NOILVEDIINI

¢ Jd74vVl

3

4




£9°8 848800E£L6° ¢~ 2e° 1 PEPLGL O]
9z 1~ 2-0T X 9¢S°0 8
L" 8% GAYYO9b LI Y v-02 8PEZ16E10°0
9.0°2 APY9L6L° 2~ 9%0° 1 6GS082L°01
26~ =01 X 21°0 o1
G*g G320LY196°¢C G* 8¢ £L6866S10°0
68S°0 8IECL6TGL T~ €1°0 y080£9°01
0°0T $-0T X 6€2°0 [
y0° 1 GIELYTIER"C b L2-|328GSBEBOO O
91¥1°0 8A86TLOVL " C- 110°0- £28C19°01
G9°g g-0T ¥ 902°0 Pl
vs°e GaTI9E8L8"C ge° 8T £980L9€10° 0
9€£90°0 8998G8EL 2~ 902°0- GLOGS6S 0T
AR NS g-0T ¥ 809°0 91
6°9 G3I8Z2ZL000°€ 6°6S 9LZ2TLP8TI0°0
8¥10°0 8AZ6VCLEL " C- v€0°0- LPECTI 0T
96° ¢ 9-0T X $02°0 13119AU0D
L2 1 GaL08L2¥8°C Ly 11 6GE9Q.L8210°0 a/v ox
ZHW T ©3 ZH® T J0IJ3 Joxuaq sanpisay wal1SAS JI0JJIF (ZHRW) s31g d/v
x03 (gp) N%mvmw paxenbg uwvap 2383Ud0I3d pa3o1paad agequaoaad]| setrod weisAs 30 Jaquny
Ul JOoJdJT WNWIXEN paioipaxd

Su 1 = TTVAHIINI ONITIAVS
‘NOILNTOSIY HAIHIAANOD 4A/V 40 STIATT 404 SIT1NSAH

‘sl $°Z = INIL NOILVUDILINI
‘9 IVl

44




|

NORMALIZED MEAN SQUARED ERROR

107!

Figure 12.

BITS OF A/D CONVERTER RESOLUTION

Simulation Runs for Two-Pole System

45

TWO POLE SYSTEM - — —
POLES AT LEGEND INTEGRATION TIME SAMPLING INTERVAL
A, = -11.550998 kHz {us) (ns)
[ Ay =-10.616986 MH:z — ° 9.6 4
° 7.2 3
o a8 2
L 3 O 24 1 !
\ |
W i
L__ %\\ \ MINIMUM PERFORMANCE LEVEL
-————w———-——i \\ — ——— — — —_— e —] — — ——
\
AN
\& \
\qv\f
AN
NV
\ A Y
W\ N )
\ \0/ -
W
QX
\\° S
- NG
=
]
| . | — __ BASELINE PERFORMANCE NO A/O CONVERTER __ —_—
T l T
) ) ) 12 16 20 22

Results of A/D Converter Resolution




v96° 0 g0T X GOv¥6G° 1- g0l % T19°1- 1L°0- LGLESY 9 s 9

9€° 01~ t0T1 X 86EHEGE"T 201 X IG6°1 Pl b~ LEQOPSB°0 ¢80
$-0T1 X €0T°0

99°21~- L0T X $L08%0°1- L0T X 02° 1~ 81°¢- 20L886%°0 01¢°0

619°0- gOT X 8%G68L°C gOT X 26169082 GE°¢- 8196421100 8660SSTI0°0

J0JIJy JOoxay pPa310o1paad T8N0y J0Xag pei1oIpaad 1enioy
paxenbg uwal 2a3wiuadaad a93viuadaad
pPAZ 1T BWJION
SINPISIY Wa3SAS (ZHW) Sa10d wajsAg
NOISHIANOD Q/V LOAJ¥Ed ‘RALSAS ITOd-¥nod *2L ITdVL

46




computational load required to form the inner products for the
Gram matrix. Each integration of input and output using the
Simpson's rule integration technique results in a reduction of
the number of samples that can be used for the next integration.
This is illustrated below.

Consider the output samples yy1(0), yi1(T),
v1(2T), ..., y1(2nT), where nT is the nth sample and T is the
sampling interval. The integral of yj(t), ys(t), as obtained
using Simpson's rule, is given by the samples

¥y2(0), y2(2T), y2(4T),...,y2(2nT).

It is noted that there are only nT samples of 4
y2(t) whereas there were 2nT samples of yj(t). As this output
is successively integrated, the time distance between samples
increases and the numerical accuracy of the integration tech-
nique is expected to decrease. This will have an adverse effect
on the performance of the identification technique and is a
contributor to the difference in performance achieved for a
two-pole system and four-pole system.

A second potential reason for the performance
degradation of the identification technique is the wide-band
nature of the selected system. Previous studies (Reference 6)
have demonstrated that the technique should not be applied
directly to wide-~-band systems. For these systems, the frequency
range is divided into low, medium, and high ranges and the tech-
nique is applied to each range of the frequencies. The result-
ant transfer functions are then appropriately merged to form the
total system transfer function. These are two explanations of
the performance degradation experienced as system complexity
increases. Part 11 of this study will consider this phenomenon
in more detail.

The performance results of Table 7 were based
on a perfect A/D conversion capability. The effect of A/D
converter resolution on technique performance was investigated
and the results are presented in Table 8.

The results of Table 8 indicate that satis-
factory performance of the identification technique is achieved
for an A/D converter with 20 bits or greater resolution. The
results indicate that the identification technique predicts
system poles with acceptable accuracy for a A/D converter of
12-14 bits resolution. However, the predicted residues are
significantly in error for A/D conversion with less than 20 bits
of resolution.
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TABLE 8.
FOUR-POLE SYSTEM,

SIMULATION RESULTS FOR LEVELS OF A/D CONVERTER RESOLUTION,
INTEGRATION TIME = 4.8 us, SAMPLING INTERVAL = 1.5 ns

Predicted Normalized
Number of System Poles | Percentage Predicted Percentage Mean Squared
A/D Bits (MHz) Error System Residues Error Error
No A/D 0.011279618 | -2.35 2.789548 x 105 -0.619
Converter
0.4988702 -2.18 -1.048074 x 107 | -12.66
0.103 x 10-4
0.8540037 4.14 1.3534398 x 107 | -10.36
6.453757 -0.711 -1.594465 x 108 -0.964
24 0.011284216 | -2.3 2.791535 x 10° -0.548
0.49891 -2.17 -1.062 x 107 -11.5
, 0.108 x 10-9
0.853884 4,13 1.39232 x 107 -7.79
6.454 -0.707 -1.6059077 x 108] -0.254
20 0.011199456 | -3.04 2.8101495 x 10% 0.115
0.498283 -2.297 -1.2463 x 107 3.86
0.2 x 10-2
0.855755 4.36 1.921179 x 107 27.2
6.4495 -0.776 -1.764755 x 108 9.6
16 0.01050104 -9.1 3.337596 x 105 18.9
0.492189 -3.49 -5.46427 x 107 355.0
0.131 x 10!
0.877295 6.99 1.48004 x 108 880.0
6.40103 -1.52 -5.695889 x 108 | 253.0
14 0.01269649 5.35 4.7975 x 109 70.9
0.4992365 ~-2.11 -1.634088 x 108 |1261.0 .
0.13 x 102
0.86406 5.37 4.474 x 108 2862.0
6.455498 0.684 -1.4533 x 10° 802.0
12 0.01381562 19.6 1.6083188 x 107 |5629.0
0.519115 1.78 -1.480015 x 1010 1.23 x 109
0.8355322 1.89 3.653195 x 1010 2.41 x 105 -—
6.473508 -0.407 -1.0109 x 1011 6.27 x 104
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This reflects the impact of errors that
result when the system output is numerically integrated four
times.

These results suggest difficulty in achieving
identification of systems with four or more poles because the
maximum resolution of commercially available A/D converters 1is
16 bits.

d. A/D Conversion Time Requirements

In addition to resolution, another important A/D
converter performance parameter is conversion time. The conver-
sion time is defined as the time required for a complete measure-
ment by an analog-to-digital converter. The conversion time
defines the rate at which the input to the A/D converter can be
sampled.

The sampling interval impacts the performance of
the identification technique since numerical integration tech-
niques are used to form the Gram matrix inner products. In
order to determine the sampling interval required for satisfac-
tory performance of the identification technique, the sampling
rate was varied using the computer simulation. A summary of
results is presented in Tables 9 through 13. Table 9 presents
the results for a perfect A/D converter and Tables 10 to 13
present results for 16, 14, 12, and 10 bit A/D converters,
respectively. These results are plotted in Figure 13.

These results indicate that the sampling interval
should be on the order of 8 nanoseconds for the system output
with an upper break frequency of 10.62 MH». It is also observed
that this interval can be increased to 24 nanoseconds with a
slight degradation in performance, This implies that the sam-
pling rate is between 41.6 and 125 MHz for a 10.6 MHz signal.

If the Nyquist rate is defined as being twice the highest break
frequency of the output function, or 21.2 MHz, the recommended
sampling interval for the two-pole system investigated is approx-
imately 2 to 6 times the Nyquist rate.

These conclusions could change as more complex
(N > 2) systems are taken into consideration. This is due to
the "shrinking number of samples” characteristic of the
Simpson's rule of integration. It is necessary to sample the
output of the system under test at a rate sufficient to generate

enough samples for the final integration.

It is clear from these results that the sampling
rate required is driven by the need for accuracy of numerical
integration and not by Nyquist sampling constraints,

19
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e. Second-Order Impulse Response Identification

The primary goal of the identification technique
is to identify the second order impulse response of a nonlinear
system. It has been shown (Reference 1) that the functional
form of the second-order impulse response, ho(ty,tg) is given by
equation (25).

The second~order response of a nonlinear system to
an input given by

it o~
@
)

x(t) = u(t) (53)

has also been shown to be (Reference 1) given by

M N L L
z

Y, (s) = z pX LI A
2 = =13= i= kk2
kl 1 k2 1i=1 j=1 1
a, ta, + 2a
o kq 1
(o.+a, )(o. +a, (o, ta, +a +a ) s-(a +a )
kl 1 k1 i k1 k2 kl k2
1 1
(a.+a, )a,+a, ) s + (a;-a )
J kl i k2 J k2
1 1
(a. ¥a, Y(a.+a, ) s + (a,-a, )
i kl J k2 i k2
.+ a, + 2a
Ci J ky 1
(a.+a, )(a,+a, )(a, *ta,*+a *+a ) stoa, +to,
J kz i kz 1 J kl k2 i J
' (54)
where 1 L; kK 1 M
f j = 1,...,L; =1,...,
Qj # akl or j 1
+ f i,j =1,...,L; k; = 1,....M;
ai‘faj-*akl ak2 # 0 for i, 1
: = ; =N+ 1....,M
ak # dk' for kz ],...,N, kl N 1. R
1 2 (55)




The quantities ay,, ag,, M and N were shown in
Section II to be known from ide%tification of the linear impulse
response, hj(t). The remaining unknown quantities, Ag,k, are
identifiable from the residues of the second-order resbo%se.
These residues are given by the equation

R = ¢ ly (56)

where

R = residue matrix = | R

N (57)

Y = output matrix = Y4(T)

Y1 (T (58)

vi = (i - 1)th integral of y(t)

C =N x N matrix whose ijth element is defined by
P.(T) i X (T)
Cy == - T s
J AL m=1 (A\.) (59)
J J
where
T , (T-1)
P.(T) = J e} x(t) dt
J 0 (6Q)
57




u
-3

X (T) ith integration of input x(t) from t = 0 to t

xi(t)

i

§(t), unit impulse

The key impact of identifying the residues of
Y2(s) on the implementation requirements is the need to
accurately measure y2(T), y3(T),..., yN(T), which are the
integrated outputs of the nonlinear system. This is explained
in detail below.

The system is excited by a input consisting of a
sum of decaying exponential functions. The amplitude is
selected to excite the linear and second-order responses of the
system under test. The system output is yj(t) + y2(t) where
y1(t) is the linear response and y2(t) is the second-order
response. The identification technique operates on yg(t) so
there is a need to isolate yg(t) from the total response yj(t)

+ y2(t). However, since the linear impulse response of the
system under test will have been identified previously, the
function y1(t) is known. Therefore ys(t) can be isolated from
y1(t) + ya(t). A potential problem arises because yo(t) is
typically small in magnitude compared to yi(t). The implementa-
tion equipment will measure yj(t) + yo(t) to the prescribed
resolution of the A/D converter but the resolution of yo(t) will
be lower because the most significant bit of the A/D will be
assigned on the basis of the peak magnitude of the input y;(t)

+ ya(t).

The purpose of this part of the investigation is %
to determine the A/D converter resolution characteristics re- ‘
quired to accurately identify the residues of Y3(s) and subse-
quently the Ay,k,. The second-order response of the nonlinear
system to be useg in this study is given by

6
y,(t) =( 2.575137 x 105 ¢ 0-11550998 (2 = x 107)t

. 6
~1.5725176 x 104 e—10.616986 (2 7 x 10 )t

L3 6

. X 6
- 3.323955 x 103 6-21.233972 (2 mx 10)t

6
-~ 1. 3645 o-1-603100 (2 m x 10°)t

-1 ‘ D ) 6
+1.9755175 x 10% ¢~12:208535 (2 7 x 107t

- 9.051956 x 10

6
-3.1830988 (- :
2 ,-3.1830988 (2 1 x 10°)t ) a (L)

(61
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where the input is
-2 e—107t

x(t) = 10 w(t). (62)

This corresponds to an approximate representation
of the second-order response of an amplifier circuit whose
linear impulse response is given by (Reference 1)

6
-0.011 8 (2 10
h,(t) = (2.8069192 % 10° &0-011550098 (2mx )t

: 6
- 2.7368441 x 108 e—10.616986 (2 mx 107)t ) u(t) (63)

This is the two-pole system being considered in
detail during the study. The expression for the second-order
response yo(t) is approximate because the actual response would
have natural frequencies at

-10.616986 (2 T X 106)

%

s, = -10.628537 (2 7 X 10%) (64)

These poles arise from the two poles of the linear impulse
response [(s; = 0.011550998(2 T x 106) and s = 10.616986
(2 Tx 106)] according to the relation

Sy = Ay

= 65
S Al + Az (65)

Previous analyses (Reference 1) have shown that
these poles will cause computational problems in evaluating the
residues due to matrix inversion. 1In order to avoid this
problem at this point of the study, ys(t) was assumed to have a
single pole at S; = A9 with a residue given by the sum of the
residues of A1 and A1 + A2 given in Reference 1. The problem of
poles of the form Ao + Aj = A2 will be addressed in Part Il of
this study.

This second-order response was used in the
computer simulation of the identification technique. The
results are shown in Table 14. The most significant bit of the




b

TABLE 14. SECOND-ORDER RESPONSE RESULTS FOR A/D CONVERTERS, INTEGRATION
TIME = 3.2 us, SAMPLING INTERVAL = 1 ns, MSB SET FOR yj(t)

Predicted Normalized
Number of System Poles | Percentage Predicted Percentage Mean Squared
A/D Bits (MRz) Error System Hesidues Error Error
No A/D 0.011545154 -0.0506 0.0577 0.2 x 104
Converter
10.615088 -0.0179 -1.5745944 x 104 0.132
0.02308028 ~0.0506 2.3011404 -2.23
21.230176 -0.0179 ~3.33472 x 103 0.324 0.204 x 10-6
1.6030958 ~0.00036 ~-1.455635 6.68
12.206638 -0.0155 1.978457 x 104 0.149
3.1830988 0 ~-9.047332 x 107 -0.051
16 0.011537262 -0.1189 -0.378 ~0.148 x 105
10.621939 0.0466 -1.593702 x 104 1.34716
0.02307452 -0.1189 2.8255833 x 103 20.06
21.243878 0.0466 ~3.4012 x 103 2,32 0.694 x 10-°
1.60308669 -0.000856 -2.820757 106.72
12.213488 0.0406 2.00318 x 104 1.4
3.1830988 0 -9.003308 x 102 -0.537
14 0.01157308 0.1911 5.56 0.2 x 106
10.5600624 -0.536 -1.4429517 x 104 -8.24
0.02314616 0.1911 -3.68104 256
21.120125 -0.536 -2.8700895 x 103 13.7 0.207 x 10-9
1.60312251 0.00138 6.4197 -570.
12.1516118 -0.466 1.8074497 x 104 -8.5
3.1830988 0 -9.3215 x 102 ~2.9
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TABLE 14. SECOND-ORDER RESPONSE RESULTS FOR A/D CONVERTERS, INTEGRATION
TIME = 3.2 us, SAMPLING INTERVAL = 1 ns, MSB SET FOR y;(t) (Continued)
Predicted Normalized
Number of System Poles | Percentage Predicted Percentage Mean Squared
A/D Bits (MHz) Error System Residues Error Error
12 0.011565797 0.128 48.29 1.82 x 107
10.575364 -0.392 -7.29475 x 103 -53.6
0.02313159 0.128 -4.9039826 x 101 -2.18 x 103
21.150728 -0.392 -3.602589 x 102 -89.2 0.931 x 10-2
1.603115228 0.00092 5.989077 x 10! 4,49 x 103
12.166913 -0.34 8.851046 x 104 -55,19
3.1830988 0 -1.132547 x 103 25.11
10 0.010017392 |-13.27 12.1 4.7 x 105
f 10.355187 -2.465 3.967 x 103 -125.2
0.020034784 |-13.27 -21.20 -1000.
E 20.710374 -2.465 2.559803 x 103 -177. 0.0242
F 1.60156682 -0.095 2,63355 x 102 -1.94 x 104
10.365204 ‘ -2.1 -4.729866 x 103 -123.9
3.1830988 0 -1.736826 x 103 91.87
8 0.0048517152 |-58. -0.662 -2.58 x 104
10.942193 3.06 -5.3947137 x 104 243.0
0.00970342 [-58. -6.08179 -358.4
21.884386 3.06 -1.7776168 x 104 434.8 0.254
1.59640114 -0.418 1.6418216 x 103 -1.21 x 104
12.533742 2.66 7.049036 x 104 256,8
3.1830998 0 -7.8 x 102 -13.8

61




A/D converter was set by the peak level of the system total
response, yj(t) + y2(t). A plot of normalized mean squared
error as A/D converter resolution is given in Figure 14.

These results indicate that 14 to 16 bits of
resolution is required to achieve a reasonable level of per-
formance.

Another set of simulation runs was made assuming
that yg(t) could be isolated from the total response yj(t)
+ yo(t) prior to A/D conversion. This makes it possible to set
the most significant bit of the A/D converter based on the peak
magnitude of yo(t). These results are presented in Table 15. A
plot of normalized mean squared error versus A/D converter
resolution is provided in Figure 15.

These results indicate that 10 to 12 bits of
resolution are sufficient if yy(t) can be removed from the total
response y1(t) + y2(t) before A/D conversion. This will be, at
best, difficult to achieve. This issue of separation of
responses will be addressed in more detail in Part II of this
study.

f. Additional A/D Converter Requirements

Previous paragraphs have concentrated on the A/D
converter parameters of resolution and conversion time. (Cost
considerations are provided in paragraph g. below). Conversion
time and resolution are the key parameters because they place
the most restrictions on the systems to which the identification
technique can be applied. However, numerous other A/D converter
characteristics must be taken into account when specifying an
A/D converter. These include maximum rate of change of input,
and absolute accuracy, among others.

The slew rate is an indication of the maximum rate
of change of the input that the A/D converter can tolerate and
still respond to individually important samples of the input.

It is given by (Reference 7).

. av -N .
- vFS/Tconvert (66)

where N is the number of A/D converter bits

p—

VFs is the full scale input voltage

62




0¢

(1)%6 = (3)T4 105 385 gSK ‘su T
‘sn z'¢ = swr] uorievadsiurg

NOILNTOS3Y HILYIANOD A/Vv 4O S1I8

4

8

Teaxsiu] SBuiidweg
‘osuodsay walsLg JIS9PIO-PUODDG

"p1 9and1yg

B E—

Y3LY3IANOD A/V 1234Y3d

—_—

(01

9-0!

01

¢-01

201

10t

HOYY3 g3¥VNDS NYIWN G3Z1ITYIWHON

63




TABLE 15. SECOND-ORDER RESPONSE RESULTS FOR A/D CONVERTERS, INTEGRATION
TIME = 3.2 us, SAMPLING INTERVAL = 1 ns, MSB SET FOR ya(t)
Predicted Normalized
Number of System Poles | Percentage Predicted ercentage Mean Squared
A/D Bits (MHz) Error System Residues Error Error
No A/D 0.011545154 | -0.0506 0.0577 2.0 x 103
Converter
l 10.615088 -0.0179 -1.5745944 x 104 0.132
l 0.02309028 ~-0.0506 2.3011404 -2,23
i 21.230176 ~0.0179 -3.33472 x 103 0.324 0,294 x 10-6
a 1.6030958 -0.00036 -1.455635 6.68
E 12.206638 -0.0155 1.978457 x 104 0.149
3.1830988 0 -9.047332 x 102 -0.051
16 0.011537262 | -0.1189 -0.01467389 469.8
10.621939 0.0466 -1.5775605 x 104 0.220689
0.02307452 -0.1189 2.3420884 -0.457
21,243878 0.0466 -3,344544038 x 103 0.6194 0.6 x 10~6
1.60308669 -0.000856 | -1,4023495 2.774
12,213488 0.0406 1.98233284 x 104 0.345
3.1830988 0 -9.05040566 x 102 -0.0173
14 0.01157308 0.1911 0.264 1.01 x 104
10.5600624 -0.536 -1.55101118 x 104 -1.37
0.02314616 0.1911 2,1085 -10.42
21.120125 -0.536 -3.2665676 x 103 -2.03 0.292 x 105
1.60312251 0.00138 -1.9131 40.2
12.1516118 -0.466 1.9476245 x 104 -1.412
3.1830988 0 -8.0221021 x 102 -0.33

64




g

v

!
i

TABLE 15.

SECOND-ORDER RESPONSE RESULTS FOR A/D CONVERTERS, INTEGRATION

TIME = 3.2 us, SAMPLING INTERVAL = 1 ns, MSB SET FOR yg(t) (Continued)

Predicted Normalized
Number of System Poles | Percentage Predicted Percentage Mean Squared
A/D Bits (MHz) Error Syster Residues Error Error
12 0.011565797 0.128 0.0599084 2.2 x 104
10.575364 -0.392 -1.5615083 x 104 -0.7
0.02313159 0.128 2.33371 -0.85
21.150728 -0,392 -3.291855 x 103 -0.96572 0.681 x 10-6
1.603115228 0.00092 -2.176462348 59.2
12.166913 -0.34 1.961258392 x 104 -0.72
3.1830988 0 -9.0163858 x 102 -0.393
10 0.010017392 | -13.27 7.2988 2.8 x 109
10.355187 -2.465 -1.703214 x 104 8.311
0.020034784 |-13.27 2.48552 x 102 1.04 x 109
20.710374 -2.,465 -3.5576623 x 104 7.03 0.247 x 10-4
1.60156682 ~0.,095 ~-8.938179 x 102 6.54 x 104
10.365204 -2.1 2.1137867 x 104 6.999
3.1830988 0 ~1.2048383 x 102 -0.00867
8 0.0048517152|-58, -0.002157 -16.2
10.942193 3.06 -1.5334697 x 104 -2.48
0.00970342 |-58, 1.9260158 -18.17
21.884386 3.06 -3.1433888 x 109 -5.43 0.118 x 1079
1.59640114 -0.418 1.0950628 x 101 -902.
12.533742 2.66 1.9252994 x 104 -2.54
3.1830998 0 ~9.5911068 x 102 5.95
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Tconvert is the conversion time

If the input signal changes at a rate faster than this maximum,
1 LSB changes in the input cannot be resolved within the
sampling period. This problem can be alleviated somewhat by
using a sample and hold circuit at the input to the A/D con-
verter. Between conversions, the sample and hold acquires the
input signal, and, just before conversion takes place, the
signal is placed in hold, where it remains throughout the con-
version.

If a sample and hold is used, the rate of change
of the input is limited by

av _ N
dt - Vrs/tapu (67)

where typy is the aperture time of the sample and hold. The
aperture time of a typical sample and hold is on the order of 2
to 3 ns. This eases the problem described above. The signal
conditioning using the sample and hold also tends to improve
overall accuracy of the A/D conversion process.

The absolute accuracy error of an A/D ccnverter is
the difference between the analog input theoretically required
to produce a given digital output code and the analog input
actually required to produce that same code (Reference 7).
Absolute accuracy error can be caused by several different
sources of error. A good A/D converter will have an absolute
accuracy of + 1/2 LSB. This implies that the performance of a
16 bit converter will lie somewhere between the performance
predicted for a 16-bit converter and a 15-bit A/D converter.

Other A/D converter parameters, such as input full
scale voltage and output code, are not as important as those
discussed above. 1In general they need to be addressed for the
particular system under consideration.

g. Survey of Currently Available A/D Converters

The objective of this phase of the study was to
survey the characteristics of commercially available A/D
converters to determine if the requirements of paragraphs B.2.c
and d above can be met. The key characteristics of interest for
this survey were the number of bits of resolution, the
conversion time, and the cost. Many companies manufacture
commercially available A/D converters, and, of course, these
converters vary in performance and cost over a very broad range.
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It is not warranted to present a detailed listing of all avail-
able A/D converters in this report. Therefore only the general
characteristics of these converters will be listed and a
selected few will be reviewed in detail. Data for this survey
was obtained from A/D converter specification sheets obtained
from the following manufacturers (listed in alphabetical order):

Analog Devices, Inc.
Analogic Corp.

Beckman Instruments, Inc.
Burr-Brown Research Corp.
Computer Labs, Inc.

Datel Systems, Inc.

DDC - ILC Data Device Corp. :
Fairchild Semiconductor i
Ferranti Electric

Hybrid Systems Inc.

Intech

Intersil, Inc. i
Micro Networks Corp.
National Semiconductor
Precision Monolithics, Inc.
Teledyne Semiconductor
Texas Instruments, Inc.
TRW LSI Products

Zeltex, Inc.

The range of available A/D converters is illus- |
trated in Figure 16, which is a plot of A/D converter resolution i
bits vs conversion time, for converters with less than 1 ms
conversion time. Each X represents a device corresponding to a
given resolution and conversion time manufactured by one of the
companies listed above.

Figure 17 is a plot of minimum conversion speed
for each level of resolution. The conversion time is converted .
to maximum input frequency in Figure 18. Figure 18 indicates i
that A/D converters of high resolution (14 to 16 bits) cannot
accurately convert signals of frequency greater than 100 to 125
kHz. This imposes a significant restriction on the applicabil-
ity of the identification technique since the results indicate
that 14 to 16 bits of A/D converter resolution is generally
needed for satisfactory performance. This frequency restriction
is even more constrained (20 kHz) when sampling requirements are
taken into account.

The general trend of Figure 17 is that the
conversion time increases as the resolution increases. The
current development trend seems to be directed toward the 8 to
12 bit resolution A/D converter. The 16-bit A/D converters are
significantly more costly than a lower resolution converter

68




(s77) JNIL NOISH3IANOD

SOT1STJI81D0RIRYD JO1I3AUO) (d/V d1qBIiTRAVY

*91 2an3d1iy

000} 001 o1 L 1’0 100 _oow
“ ] i T
e | ¥ N | |
_‘ ; . iRy ; R
e — T T
M T T
_v_ﬂﬁx ..w *A _ * + T ]
k  kxof xx x¥ 1 P
o : I i
w 3 x X , M ; ; '
Y ] A
% ; + +4 ] . 9
Ik w | o
| s | .
- e

(S118) NOIENIOS 1B HI1Y IANOD O/v

6Y




16
i | ¥ S

12 -
@ /
E
Q
W
N
z 10
14 —t
¢ L
[+ 4
w
>
<
0
(8]
a 8
S~
<

6

4

0.01 0.1 1 10
MINIMUM CONVERSION SPEED (us)
Figure 17.

Current A/D Converter Coversion Speed
Characteristics

70




BB .

001

SOT1STJI910BIRYD Aouanbaayg I931J8AU0Y q/V 3IUSIIND 8T 24n3T4

0l

(ZHW) ADNINDIYS NNWIXVYI

l , 1’0 1070

0l

vi

9l

(s118) 3215 ¥H3LYIANOD O/Y

71




(8-12 bits) and not too many devices have appeared on the
market. Commercially available 16-bit A/D converters are listed
in Table 16,

TABLE 16, COMMERCIALLY AVAILABLE A/D CONVERTERS

Conversion Cost
Time (ns) Manufacturer (dollars)
8 Intech 1500.
10 Zeltex 750, !
20 Zeltex 750.
25 Analogic 1395.
30 Analogic 895,
32 Zeltex 750.
40 Intech 460.
100 Micro Networks 220.
5,000 Analog Devices 1720.
100,000 Analogic 210. H
200,000 Burr Brown 270.
250,000 Intersil _——

2. Amplifier Requirements

The digital implementation of the identification
technique shown in Figure 6 indicates a pre-A/D converter ampli-
fier. The purpose of this amplifier is to adjust the output of
the system under test to the full-scale input level of the A/D
converter. Most commercially available A/D converters have a
normalized analog input signal level of %5 or %10 volts. In
order to make complete use of the resolution capability of the
A/D converter, it is necessary to adjust the level of the output
of the system under test to this input level. For example, con-
sider the two-pole system discussed in paragraph III.B.l.c.(2).
This is a representation of the linear portion of an amplifier
(Reference 1) and is valid only for low level input voltages (on
the order of 1 millivolt). The peak system response to a 1 1
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millivolt input is also on the order of millivolts. If a stan-
dard 16-bit A/D converter with a full-scale input voltage level
of 10 volts were used in the digital implementation of the iden-
tification technique, the samples of the system response would
be accurate to only about 5 bits of resolution.

This need for a pre-A/D converter amplifier complicates
the identification process. This complication arises because
the A/D converter samples the output of the cascaded nonlinear
system and the amplifier. The identification technique
processes these samples and will attempt to identify the total
system, which consists of the system under test in series with
the amplifier. This is illustrated in Figure 19.

| IDENTIFIED SYSTEM |
SIGNAL SYSTEM A/D —
GENERATOR Hy(s)

L HA(s)__l

[EEE>> A/D -

Figure 19. Identification Technique Model tc
Account for Amplifier

The identification technique attempts to identify the transfer
function

HT(S) = Hl(S) HA(S) (68)

where Hy(s) is the transfer function of the system under test
and Hp(s) is the transfer function of the amplifier. The
primary complication introduced by the amplifier is one of
dimensionality. 1If Hy(s) has two poles and Hp(s) has two poles,
the identification process will attempt to identify a four-pole
system, Since Hp(s) will be known, there is no difficulty in
obtaining Hy(s) from Hp(s). It will be necessary to maintain
the frequency extent of Hp(s) approximately equal to that of
Hi1(s) to avoid the wide-band problem discussed in paragraph
ITII1.B.1.c. However, the difference in the performance of the
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identification technique for a two-pole system and a four-pole
system was amply demonstrated in paragraph III.B.l.c.(2). These
results suggest that the amplifier may unduly degrade the per-~
formance of the technique. It would therefore be advantageous
to devise an approach to alleviate the complication introduced
by the amplifier. Two approaches were considered during the
study and these are discussed below. The first approach to
solving the amplifier problem was to use an amplifier that is
very wide-band compared to the system under test. This approach
is based on the concept that the amplifier frequency response
will not significantly affect the frequency response of
interest. This is illustrated in Figure 20.

HA(S)

Hy(5)

GAIN |
ﬁ /{ f/
|
| |

Figure 20. Frequency Extent Comparison for Test System
and Amplifier t

If w, << w_ and w, >> w then
a 2

1 b’

Hl(s) HA(s) = Hl(S) (69)

Previous work on the pencil-of-functions technique (Reference 6)

. has demonstrated that a system can be excited such that only a
limited region of its frequency extent significantly affects the
output. In order to determine the bandwidth requirements of
this amplifier, a set of simulation cases was run. The first
amplifier considered has a transfer function given by
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Hy (5) = -(1 - %1)0(01 E w, > w) (70)

The Bode diagram of this transfer function is shown in Figure
21.

100

GAIN

Figure 21. Bode Diagram of Amplifier with Transfer
Function Hp,(s)

This amplifier model was added to the computer
simulation. The system to be identified was the two-pole system

described in paragraph III1.B.1.c.(1), whose transfer function is
given by

H(s) = 2.8069192 x 10° _ 2.7368441 x 105
1 s + 0.011550998 (2m) (10%) < + 10.616986 (2r) (10%)

(71)




The break frequencies of the amplifier, wjy and wy, were
varied and performance of the technigue was evaluated. Since wi
determines the 3-dB bandwidth of the amplifier, it is the key
parameter to be evaluated. The number of poles of the system to
be identified was set to two in the simulation. Therefore, the
identification process operates on the samples of the cascaded
system (system under test and amplifier) and attempts to
identify only two poles. The results of the simulation are
shown in Table 17 for different values of w; and wy. The
normalized mean squared error is plotted as a function of wp in
Figure 22.

1o nA(s;::, oo T ww I I ! I TWO POLE SYSTEM
O s o5y 23, | ]| remree o comversion
102 1 e 4 ‘l e ﬂl, —t 4 H4 5, - 0616986 Mrs 1
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ISR Y »‘_ L __»:I‘}» L - w‘i _} | 1] _ IDEAL AMPLIFI[R;#
I ol 1 1110
100 1000 10000 100000

AMPLIFIER FREQUENCY W | (MH2)

Figure 22, Normalized Mean Squared Error as
a Function of gy

Figure 22 indicates that an upper break frequency.of at-
least approximately 1000 times the upper break frequency of the
system under test is necessary to minimize the effect of the
amplifier on identification performance.
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TABLE 17. IDENTIFICATION TECHNIQUE PERFORMANCE FOR DIFFERENT AMFLIFIER
CONFIGURATIONS, PERFECT A/D CONVERSION, INTEGRATION
TIME = 9.6 us, SAMPLING INTERVAL = 4 ns

. 1
AMPLIFIER TRANSFER FUNCTION =
[1+(5/wy}][1+8/w) ]

Filter Predicted Normalized
Poles (MHz) System Poles | Percentage Predicted Percentage Mean Squared
wy, Wp (MHZ) Error System Residues Error Error
50 0.011696102 1.25 2.8233227 x 109 0.584 )
0.57 x 10~2
100 8.0143939 -24.51 -2.0681498 x 108 | -24.43
100 0.011612318 0.53 2,8139416 x 105 0.25 ,
0.155 x 1072
200 9,1377518 -13.93 -2.3570199 x 108 | -13.88
200 0.011576915 0.224 2,8099455 x 105 0.108 .
0.389 x 10-9
400 9.8365571 ~7.35 -2.537214 x 108 -7.29
400 0.011563444 | 0.1077 2,808394 x 10° 0.0525
0.96 x 10-4
800 10.217587 ~3.76 -2,6351158 x 108 -3.72
800 0.01156185 0.0939 2.808174 x 109 0.0447
0.35 x 10~4
1000 10.370997 -2.31 -2,6743464 x 108 -2.28
1000 0.011560029 0.0782 2,807956 x 109 0.0369
0.167 x 10-4
2000 10.447546 ~1.596 -2,6938381 x 108 -1.57
2000 0.01155798 0.06 2.8077123 x 109 0.0282
0.49 x 10-°
4000 10.524276 ~0.873 -2,7133375 x 108 -0.859
4000 0.011550391 ~0.0052 2.8068824 x 109 -0.0013 .
0.11 x 10-95
8000 10.572337 ~0.42 -2,7254702 x 108 -0.415
8000 0.011554565 0.0145 2.8073282 x 109 0.031 .
0.708 x 10-6
10000 10.581781 -0.33 -2,7279100 x 108 -0.33
10000 0.011548797 | -0.019 2.8067059 x 109 -0.0076 .
0.256 x 10-Y
20000 10.596042 ~0.197 ~2.7314685 x 108 -0.196
N 100000 0.011554792 | -0.033 2.8073499 x 109 0.0153 .
0.136 x 10-8
200000 10.601552 ~0.145 -2.7329259 x 108 -0.143
o 0.011545154 { -~0.05 2.8063116 x 109 -0.02
0.411 x 1078
® 10.815088 ~0.0187 -2,7362615 x 108 -0.021
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The low frequency characteristics required of the
amplifier were investigated using an amplifier with a transfer
function of the form

HAz(S)z(“i)(“i)

(72)

The Bode diagram of this transfer function is shown in Figure
23.

100

Ha,(s) GAIN

wWl—— ——_

Figure 23. Bode Diagram of Amplifier with Transfer
Function HAz(s)
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The break frequencies of the amplifier were varied and
the performance of the identification technique evaluated.

These results are summarized in Table 18. A plot of
normalized mean squared error versus wo for wj = wg,/10 and
selected values of w3 is presented in Figure 24. These results
indicate that the lower break frequency of the amplifier, wg,
should be, at least, approximately 1/i 70 of the lowest break
frequency of the system under test to i..nimize the impact of the
amplifier on the results.

kl(s+w)
Hals) = oormreeoo——
s (Stwp) (S+w3)
Wy =0
102
103
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x 104
w4 = 400 MH -
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w o
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109
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Figure 24. ldentification Technique Performance as a

Function of Amplificr Characteristic
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TABLE 18. IDENTIFICATION TECHNIQUE PERFORMANCE FOR DIFFERENT AMPLIFIER
; CONFIGURATIONS, PERFECT A/D CONVERSION, INTEGRATION
‘ TIME = 9.6 us, SAMPLING INTERVAL = 4 ns

K[1+(S/w1)]

Amplifier Transfer Function = [1%(5/55) T(1+(5/03)]

Filter Normalized
Frequencies Predicted Percentage Predicted Percentage Mean Squared

(MHZ) System Poles Error System Residues Error Error
w1 = 0.0001 0.011597292 0.4 3.0406262 x 105 8.33
wz = 0.001 0.78 x 10-4
w3z = 400 10.340356 -2.6 -2.6666951 x 108 -2,56
w1 = 0.00001 | 0.011554641 0.03 2.831267 x 10° 0.867
wg = 0.0001 0.44 x 10-4
w3 = 400 10.344142 -2,57 -2.667433 x 108 -2.54
w1 = 0.000001} 0.011561775 0.093 2.8105734 x 105 0.13
w2 = 0.00001 0.45 x 10-4
w3 = 400 10.341452 -2.59 -2.6667401 x 108 -2.56
w1 = 0.000000Y 0.011558284 0.063 2.8080413 x 109 0.04
w2 = 0.000001 0.436 x 10-4
w3 = 400 10.345566 -2.56 -2.6677372 x 108 -2,52
w1 = 0.0001 0.011589247 0.33 3.0396171 x 105 8.29
wy = 0.001 0.38 x 10-4
w3 = 2000 10.554968 -0.584 -2.7213314 x 108 -0.567
wy = 0.00001 | 0.011548494 | -0.0217 2.8305334 x 105 0.841
wy = 0.0001 0.26 x 10-5
w3 = 2000 10.553439 -0.598 -2.7207385 x 108 -0.588
wg = 0.000001] 0.011555324 0.0375 2.8098128 x 109 0.103
wp = 0.00001 0.234 x 10-5
w3 = 2000 10.55293 -0.603 -2.7206022 x 108 -0.593
wy = 0.000000Y 0.011552592 0.0138 2.8073657 x 109 0.0159
wy = 0.000001 0.215 x 10-9
w3 = 2000 10.5555751 -0.577 -2.7212768 x 108 -0.569
w1 = 0.0001 0.011591676 0.352 3.0398925 x 105 8.3
wp = 0,001 0.372 x 10-4
w3 = 10000 10.589241 -0.261 -2.7300537 x 108 0.248
wj = 0,00001 {0.011548645 0.02 2.8305346 x 105 0.841
wy = 0,0001 0.659 x 10-6
w3 = 10000 10.59398 -0.217 -2.7310357 x 108 0.21
wg = 0,000001 | 0.011558511 0.065 2.8101477 x 105 0.115
wp = 0.00001 0.49 x 10-°
w3 = 10000 10.587531 -0.277 -2.7294168 x 108 -0.271
wy = 0,0000001] 0.011553427 0.021 2.8074415 x 109 0.0186
wp = 0.000001 0.266 x 10-9
w3 = 10000 ho.595411 -0.2 -2.7313569 x 108 -0.2

.

wg =0 0.011545154 | -0.05 2.8063116 x 105 -0.02
wp =0 0.411 x 10-8
w3 =0 10.615088 -0.0187 -2.7362615 x 107 -0.021
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This approach requires that the amplifier have a band-
width approximately 1000 times that of the system under test.
This is reasonable for test systems with bandwidths on the order
of 10 to 50 kHz. However, this places severe bandwidth require-
ments on the amplifier for test systems with 1 MHz bandwidth or
greater,

In view of these performance requirements for the
amplifier, another approach was investigated.

The second approach to alleviating the amplifier
problem employed linear system analysis techniques. Consider
once again the digital implementation of Figure 6. The input to
the A/D converter, in the Laplace domain, is given by

Yo(s) = Hi(s)Hp(s)U(s) (73)

From a linear system point of view, this is equivalent to a
system with a transfer function, Hj(s), being excited with an
input of Hp(s)U(s) or as shown in Figure 25.

SYSTEM
SYSTEM

Figure 25. Linear System Equivalence Concept

. This implies an equivalent technique implementation
(for processing only) given by that configuration shown in
Figure 26.
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GENERATOR '_ﬂ SYSTEM A/D |—o
T0

IMPLEMENTATION
PROCESSING

A/D |—o

Figure 26. Eguivalent Linear System Representation
for Amplifier Analysis

This technique implementation was simulated for an
amplifier whose transfer function was of the form

K
1+ ) 1+ 2
[ “’1] [ “’2] (74)

The results of the performance simulation are presented
in Tables 19 and 20. Graphs of normalized mean squared error
for these results are shown in Figures 27 and 28. These results
suggest that best performance of the identification technique is
obtained when the upper break frequency of the amplifier is
approximately one to two times the upper break frequency of the
system under test. The reason for this behavior is that, for
the integration period needed to identify the low frequency
break point of the system under test, the high frequency com-
ponents of the system output generated by the high frequency
components of the input [Hp(s)U(s)] have a negligible effect on
the inner products generated for the Gram determinant. There-
fore, the amplifier must have a frequency response essentially
matched in bandwidth to the system under test for this approach
to yield satisfactory performance.

HA(s) =

The results indicate that similar performance is
obtained using either approach. Therefore, the approach used in
an actual test setup will depend on the characteristics of the
system under test.

The above analysis concentrated on the frequency

response characteristics of the pre-A/D converter amplifier.
These characteristics will have, as shown, a profound effect on

. the performance of the identification technique. There are,
however, many other parameters that must be considered before
selecting an amplifier. These include gain, slew rate, input
impedance, common mode rejection ratio, and output voltage
swing, among others. The specification of these parameters
depends on the particular system under test and must be
evaluated accordingly.
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TABLE 19. IDENTIFICATION TECHNIQUE PERFORMANCE FOR DIFFERENT AMPLIFIER
CONFIGURATIONS, PERFECT A/D OONVERSION, INTEGRATION
TIME = 9,6 us, SAMPLING INTERVAL = 4 ns
Filter Predicted Normalized
Poles (MHz) System Poles | Percentage Predicted Percentage Mean Squared
Wy, Yo (MH2) Error System Residues Error Error
25 0.011555324 0.0375 2.8024309 x 105 -0.16
. 0.134 x 10-5
50 10.592746 -0.23 ~2.7282039 x 108 -0.316
50 0.011536579 -0.12 2.7832421 x 109 -0.84
0.196 x 10-4
100 10.561845 -0.519 -2.7120376 x 108 -0.906
100 0.011554257 0.028 2.7741538 x 105 -1.16
0.47 x 10~4
200 10.497776 -1.12 -2.6912371 x 108 -1.66
200 0.011531949 -0,164 2.8450411 x 105 1.36
0.909 x 104
400 10.814967 1.86 -2.8077018 x 108 2.59
400 0.011543181 -0.0677 2.9494878 x 105 5.08
0.962 x 10-3
800 11.190547 5.4 ~2.9555270 x 108 7.99
700 0.011498102 -0.457 2.9802372 x 105 6.17
0.153 x 10-2
800 11.395104 7.33 ~-3.0261627 x 109 10.6
2000 0.011502276 -0.42 3.0687918 x 108 9.32
0.322 x 10-2
4000 11.708577 10.28 ~-3.1528646 x 108 15,2
No Filter 0.011545154 -0.05 2,8063116 x 105 -0.02
0.411 x 10-8
10.615088 -0.0187 -2.7362615 x 108 -0.021
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TABLE 20.

CONFIGURATIONS, PERFECT A/D CONVERSION, INTEGRATION
TIME = 9.6 us, SAMPLING INTERVAL = 4 ns

IDENTIFICATION TECHNIQUE PERFORMANCE FOR DIFFERENT AMPLIFIER

Filter Predicted Normalized
Poles (MHz) System Poles ] Percentage Predicted Percentage Mean Squared
wy, we (MHz) Error System Residues Error Error
10 0.011528838 | -0.1918 2.8048702 x 10% | -0.0908
0.597 x 10-6
11 10.650187 0.3127 -2.7449821 x 108 0.297
11 0.011566252 | 0.132 2.8083652 x 105 0.0515
0.389 x 10-6
12 10.590722 -0.247 -2.7302155 x 108 | -0.242
12 0.011539614 | -0.098 2.8054255 x 105 | -0.0532
0.148 x 10-7
13 10.633535 1.559 -2.7407930 x 108 0.144
13 0.011560636 | 0.0834 2.8076305 x 105 0.025
0.147 x 10-%
14 10.601234 -0.148 -2.7327608 x 108 | -0.199
14 0.011588640 | 0.326 2.8015747 x 105 0.13
0.17 x 10-5
15 10.561955 -0.518 -2.7230306 x 108 | -0.505
15 0.011540601 | -0.09 2.805308 x 105 -0.057
0.91 x 10-7
16 10.629664 0.119 ~2.7397023 x 108 0.104
16 0.011559574 | 0.074 2.8072548 x 105 0.0119
0.12 x 10-6
17 10.603475 -0.127 -2.7331924 x 108 | -0.133
17 0.011514039 | -0.3199 2.8022400 x 105 | -0.166
0.133 x 10-%
18 10.666838 0.469 -2.7487678 x 108 0.435
18 0.011555627 | 0.04 2.8066038 x 105 | -0.0112
0.93 x 10~7
19 10.606738 -0.965 -2.7338636 x 108 | -0.1089
19 0.011542878 | -0.0703 2.8051016 x 105 | -0.0647 .
0.467 x 10-7
20 10.621596 0.0434 -2.7374330 x 108 0.0215
20 0.011528307 | ~0.196 2.8033879 x 105 | -0.126
0.33 x 10-6
21 10.640706 0.223 -2.7420633 x 108 0.191
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The required gain of the amplifier is a function of the
peak output voltage of the nonlinear system under test and the
full-scale input voltage of the A/D converter. This gain can be
achieved, if necessary, by cascading multiple amplifiers with
similar frequency responses. Common mode rejection needs to be
considered because of the small signals that will most likely be
generated by the nonlinear system under test. Noise will be a
critical factor in implementing a viable experimental measure-
ment setup for the technique and the amplifier common mode
rejection capability is a measure of how well noise can be
eliminated from the amplifier output. The remaining parameters
(slew rate, output voltage swing, etc.) must be specified to be
compatible with the other devices of the measurement implemen-
tation and with the output of the system under test.

A survey of available amplifier characteristics reveals
again a multitude of devices and manufacturers. The wide-band
operational amplifiers have a gain-bandwidth product which
typically lies in the range of 10 to 200 MHz. (Teledyne
Philbrick and Burr Brown make operational amplifiers with a gain
bandwidth product of 1000 MHz. This was the maximum gain-
bandwidth product determined during the survey.) These devices
typically have a frequency response which is flat from dec to
BW/10, where BW = 3 dB bandwidth.

Several of these devices are recommended by the manu-
facturer for use as pre-A/D converter amplifiers in an implemen-
tation considered here,

The available amplifiers appear to be compatible with
the existing A/D converters for application to the identifica-
tion technique implementation for either of the two approaches
described above. The fastest high resolution A/D converter (14
to 16 bits) was on the order of 125 kHz sampling rate. In one
approach described above, the required amplifier bandwidth would
be 1000 times the upper break frequency of the system under
test. This upper break frequency would be less than 125 kHz due
to sampling considerations but an amplifier bandwidth of 1000
(125 kHz) = 125 MHz would provide the required frequency
response. This bandwidth is achievable with a gain of 8 using
the 1000 MHz gain bandwidth product device described above.
Cascading several of these devices will provide the required
gain., If the sampling requirements are taken into account, the
system under test would be limited to 20 kHz which would
necessitate a 20-MHz amplifier bandwidth which is achievable ;
with the above device having a gain of 50. i

The implementation feasibility of the digital configura-
tion of the identification technique does not appear to be
limited by amplifier technology at this point in time. The A/D
converter remains the critical component in the digital
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implementation and its characteristics will determine the
overall feasibility of implementing the identification
technique. ’

The amplifier survey was based on amplifier specifica-
tion data supplied by the following manufacturers:

Plessey Semiconductors
Analog Devices

Harris Semiconductor Products Division
Fairchild Semiconductor
National Semiconductor
Amplifier Research

M.S. Kennedy Corp.
Teledyne Philbrick

RCA

Precision Monolithics
Datel Systems, Inc.

Burr Brown Research Corp.

3. Signal Generator Requirements

The identification technique requires that an input
function of the form

le“"t u(t) (75)

x(t) =

[ I~

i

be used to excite the system for identification of hg(ty,t9).
The identification of hj(t) may use an arbitrary waveform
(Reference 4) but it would be convenient if the same waveform
generator could be used for identification of hj(t) and

ho(ty,t2).

The input, which consists of a sum of decaying
exponentials or even a single decaying exponential, is not a
convenient waveform in terms of commercially available signal
generators. The vast majority of waveform/signal generators
provide the square wave, sine wave and triangular waveforms with
pulse and frequency modulation options. No commercially avail-
able waveform generator with a specific exponential function out-
put was found during the survey of waveform generator manufac-
turing companies.
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The only potential signal generator candidate for use
in the identification technique was a system manufactured by
WAVETEK. This system was the WAVETEK Model 175 Arbitrary
Waveform Generator. This device is a programmable waveform
generator which permits the user to store waveforms as digital
points on a 256 x 255 grid. The data points are stored in four
random access memories (RAM) and are entered via a panel key-
board interface.

This signal generator is a very capable device but has
some limitations that will affect its use in the identification
technique. The output of the signal generator is piece-wise
continuous linear between sample points which results in a
distorted exponential input. The dynamic range of the device is
20 volts to 2 millivolts. This corresponds to a limitation
imposed by a 13 bit A/D converter operating on an analog wave-
form generator. The output amplitude resolution is 1/256 which
restricts the time period over which the exponential input can
be used for the identification technique.

For the two-pole example of interest, the input x(t)
= 10'3e‘107tu(t) would be resolved only to a minimum amplitude
of 3.9 x 10-6 which corresponds to a integration period of
approximately 5.5 x 10-7 second. Beyond this time period, the
input function would be zero.

Although the arbitrary waveform generator provides a
level of capability beyond the typical commercially available
waveform generator, it does not appear to meet the accuracy
requirements of the identification technique.

The conclusion of the survey of commercially available
signal/waveform generators is that no signal generator on the
present market can generate a sum of decaying exponential
functions. This requires that a circuit be designed to provide
this input.

There are several options available at this point. The ,
first option is to use the system shown in Figure 29, :

T4

E._=H()
n Eout

O
=
Figure 29. RC Networks
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The output voltage of this system is

_ 1
Ey(s) = —— (76)

S *®C

or, in the time domain

ey(t) = L-1/RCI ey (77)

This is the function required -- a decaying exponential. The
circuit is driven by a unit step input which is easily generated
using standard equipment.

A sum of decaying exponentials can be generated using
several of these passive networks in parallel with their outputs
summed using an operational amplifier as a summary amplifier.
The time constants (1/RC) of each network are set by appropriate
selection of R and C. One requirement is that the input
impedance of the summing amplifier not load down the passive
network and effectively change the time constant.

Another implementation of the signal generator is to
use an operational ampiifier as shown in Figure 30.

A~ AN
<

A O E
Ein O— _://”/r °

Figure 30. Operational Amplifier Network for
Signal Generator
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The closed loop transfer function of this amplifier

circuit is

0 1
1 K
G‘(S)z =
¢ L4 s (R0+R1) 1+
2n fOAO Rl 0
where
K = (RO + Rl)/Rl, mo = 21rfOA0/K

and fg is the high frequency cutoff of the operational
amplifier.

The impulse response of this network is
~wa 't

_ . 0 —wg 't
eo(t) = K wy' e = 2nfoAO e

(78)

(79)

A practical impulse is actually a short pulse of width

§. For this practical impulse, the output of the circuit is

—wo't

eo(t) (K - Ke Yy u(t) 0 <t <3
(Swo'
K (e - 1) e

—wo't

This output is shown in Figure 31.
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Figure 31,  Short Pulse Response of Operational
Ampliticr Network of Figure 30

The portion of the output of the operational amplitier
that represents the exponential input is for t > 8, Therefore
it is necessary to use an analog switeh to clamp the operational
amplificr from time t - 0 to t - &,

The amplitude of the exponentiat tunction pencrated by
the operational amplificr will be controlled by an attenuator
connected in series with the operationd! amplitior ¢civewit,.  The
unattenuated amplitude of the decaying exponential s

W o 1 (S0n)

The time constant is a function of the open-loop gain (Ag) of
the operational ampliticr, the open-loop 3-dB bandwidth (),
and the resistors Ry and Rg.  The open loop gain and bandwidth
are functions of the operational amplificr selected for use

while Ry and Rp are selectable at the discretion of the uscr,

A sum of decaying exponential funcetions can be
penerated by exciting o oparaltlel set of these operationatl
amplificr networks with the same input pulse and using a summing
operational amplificr configuration to add the functions, The

analog switeh is then used to clamp the output until time t = N,
A sample configuration for N = 2 is shown in Figure 3.
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Figure 32, Signal Generator Configuration for N = 2

The output is the negative sum of the input exponential
functions. This can be reinverted using another inverting
operational amplifier. Proper selection of Ry, Rp, and Re will
serve to properly attenuate the amplitude of each exponential
function prior to summing. The output of this system is

' _ t
R (RO+R1) Sug 't wy 't
eo(t) = - Eﬁ -~i7f-*l~ e 1 ~1te 1
A \]
" - ]
R (RO +312) Swg "t g 't
C 2 2 2
+ == e - 11je
Rp Ry
2 {81)
where 2% fO AO
! = _..-_M_'.i_....'l._, I =
) Gy T IETERT LT b2 (82)
i 1
R
05
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4. Data Storage Requirements

The data storage requirements for the digital
implementation are a function of the number of A/D converter
bits and the number of samples required for the input and
output. The number of digital bits requiring storage for the
digital implementation is given by

. _ T
Data Bits = 2 T; - M (83)

where
T is the integration period
Tg is the sampling interval
M is the number of A/D converter bits

The integration period and sampling interval are a
function of the system under test and it is difficult to
establish a fixed number for these values. For the example
systems, the maximum number of samples used was 3200. This was
limited by the memory capacity of the GP computer used for the
simulation. For this case the number of data bits to be stored
for a 16 bit A/D converter is

Data Bits = 2(3200)(16) = 102,400 bits

An upper limit of 8000 samples seems to be reasonable for
systems to which the technique can be applied with existing
components. This requires a storage capacity of

Data Bits = 2(8000)(16) = 256,000 bits

The data bits can be stored using static RAM, RAM's with a 2048
word x 8 bits organization are currently available. Two of
these are required to store 2048 words of 16 bit length. To
store 16,000 words of 16 bit lengtl requires 16 of these RAM
chips. These devices have a typical access time of 200 ns,
which is an indication of the time required to write an 8-bit
word into memory. This is easily compatible with the fastest
16-bit A/D converter presently available (conversion time

= 8 Us).

Although establishing a maximum level of data storage
required is difficult, it appears that memory devices arc
available to handle the data storage for any practical
implementation of the identification technique. As the number
of samples increases and as data storage requirements increasc,
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it will, of course, be necessary to build a larger memory by
adding chips and any necessary interface circuitry at additional
cost. However, the capability is available if needed, and the
data storage requirements do not appear to be technology limited
at this time. The only limitation of these devices could be in
the area of the access time. However, these devices are one to
two orders of magnitude faster than the currently available A/D
converters. This trend will probably be maintained as both
memory technology and A/D converter technology advance.

Once the data is stored in the static RAM, it is neces-
sary to transmit this data to the appropriate storage device for
future non-real time processing using the GP computer. This
storage device may be a time sharing data file, magnetic tape,
‘paper tape, or punched data cards. Data transmission is most
easily accomplished using a device such as a USART (Universal
Synchronous/Asynchronous Receiver/Transmitter, Intel 8251A).
This device is a programmable communication interface capable of
transmitting the data from the RAM to the permanent storage
device.

5. Digital Implementation - Conclusions

The performance evaluation of the digital implementa-
tion of the identification technique suggests that the critical
components of the digital implementation are the A/D converter
and the pre-A/D converter amplifier. The important conclusions
impacting parameter specification of these devices are summa-
rized below.

a. A/D Converter

(1) The A/D converter must have 14-16 bits of
resolution for adequate performance with a
two-pole system. This increases to 20 to 24
bits as *he number of poles increases to
four. Since the highest resolution commer-
cially available A/D has 16 bits of resolu-
tion at this point in time, any experimental
validation of this implementation should be
restricted to systems with two poles or
fewer.

(2) The sampling rate requirements for the A/D
converter are driven by the accuracy
requirements of the processing technique.
For a two-pole system, the sampling rate
should be 4 to 10 times slower than the
highest break frequency of the system under
test. The fastest 16 bit A/D converter
currently available is limited to a sampling
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rate of 125 kHv. This implies that the
system under test must be limited to an upper
break frequency of approximately 10 to 30
kHz.

b. Amplifier

(1)

(2)

(3)

Three approaches to the identification
problem are designed to handle the complica-
tion of using a pre-A/D converter amplifier.
The first approach is to use the identifica-
tion technique directly and identify a
transfer function that is the product of the
transfer functions of the system under test
and the amplifier. This increases the
dimension of the identification problem,
which will probably degrade performance of
the identification technique. This approach
requires an amplifier that is approximately
equal in frequency extent to the system under
test.

The second approach is to use a very wide-
band (compared to system under test) ampli-
fier., The lower 3-dB break frequency of the
amplifier should be 1/1000 of the lower break
frequency of the test system. The upper 3-dB
break frequency of the amplifier should be
1000 times the upper break frequency of the
test system.

The final approach is to use linear system
theory to modify the required identification
processing. This requires that the amplifier
be approximately matched in frequency extent
to the system under test.

Operational amplifiers with gain-bandwidth
products up to 1000 MHz are presently
commercially available. These will work well
with all the processing approaches described
in (1) above.

The amplifier gain requirement is determined
by the peak output voltage of the system
under test and the full-scale input voltage
of the A/D converter.
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C. Remaining Components

The remaining components of the digital implemen-
tation did not appear to be technology limited in terms of
enabling implementation of the identification technique. The
important conclusions are given below.

(1) There is no commercially available waveform
generator with an exponential function
capability. The appropriate inputs will be
generated by using operational amplifiers as
low-pass filters and appropriately damping
the short pulse response to obtain the
exponential function.

(2) Data storage is accomplished using static
random access memory (RAM) chips and a
programmable interface to transmit the data
to the digital computer for nonreal-time proc-
essing.

d. Summary

The analysis of the digital implementation sup-
ports the following important conclusion. The pencil-of-
functions technique requires high accuracy to perform identifica-
tion satisfactorily. This accuracy is impacted by the choice of
the numerical integration technique used in the processing.
Simpson's rule of numerical integration results in increased
error as the number of system poles increases. There is a need
to determine the best integration technique for the identifica-
tion processing. This issue will be dealt with in more detail
during Part II of the study.

Given the constraints presented above, the digital
implementation of the identification technique can feasibly be
constructed and used in an experimental test setup.

A remaining issue is the problem of noise in the
implementation. A 16-bit A/D converter with a 10 volt full-
scale input can resolve a signal of 152 microvolts. These low
level signals require careful handling to reduce the impact of
noise on the performance of the technique. The devices used in
the implementation must be extremely low noise components and
advantage must be taken of any common mode rejection capability
available in the measurement configuration.

C. HYBRID IMPLEMENTATION

During the investigation of the digital implementation, it
became apparent that the numerical integration of the A/D con-
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verted samples was a primary source of performance degradation.
A hybrid implementation of the identification technique was pos-
tulated to possibly alleviate this performance degradation,

This implementation is shown in Figure 33. The input and output
of the test system are integrated N times using analog inte-
grators. The integrator outputs are appropriately amplified and
sampled by a set of A/D converters. These samples are then
stored for further nonreal-time pencil-of-functions processing
on the GP computer.

The potential advantages of this configuration are that it
will minimize the error in the integrated outputs by eliminating
the need for numerical integration of the outputs. (The inner
products will still be formed using numerical integration of the
products of the A/D converted samples.) In addition, this imple-
mentation eliminates the "shrinking number of samples" problem
encountered using Simpson's rule as discussed in Section II1.B.
However, this implementation has several disadvantages when com-
pared to the digital implementation of paragraph III.B. These
are apparent from Figure 33 where it is observed that 2N + 1 A/D
converters are required for implementation as well as 2N + 1
analog integrators and 2N + 1 amplifiers. The digital implemen-
tation required only two A/D converters and two amplifiers. For
a complex system (N large), this implementation could become
complex and costly compared to the digital system. Another
disadvantage lies in the fact that N must be known before the
final implementation configuration is established. This
complicates the procedure of evaluating N since the measurement
setup must be changed for each iteration of the procedure to
evaluate system order. It is recommended that the system order
be established using the digital approach if possible and that
the hybrid implementation be used only for pole and residue
determination if its performance warrants its use. The
performance of the implementation is addressed in the following
sections.

1. Simulation of Hybrid Implementation

The simulation of the identification technique was
modified to represent the hybrid implementation. The numerical
integration process was deleted and the analytical expressions
for the integrated outputs and inputs were inserted into the
program. A listing of the simulation for this implementation is
provided in Appendix B.

The general form of the output of the sysiem under test
is

y(t) = C. e (84)
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The resulting integrations yield

_ t N ci Ait
Volt) = S y(t) dt = £ 2 (e’ - 1) (85)
0 i=1 1
— t—
ya(t) = s yo(T) dr
0
N fc,; Agt c,
= I |—= (e -1) - —t (86)
i=1|r.2 Ay
1
_ t N [C At C. c
Valt) = J oy (t) dt = 3§ |2 (e b 1) - 1. ¢ i .2
4 o 3 i=1 a3 22 22
i i
(87)
t N [cC. ALt C.
v (t) =7/ va(t) dt = I _lz (e ¥ - 1) - L ¢
5 0 i=1]x, A3
1 1
L2 2 BA .
i 1 (88)
The general form of the input is
x(t) = Aje?it (89)

and the resultant integrations are similar in form to those for
y(t)(setting N = 1).

2. Two-Pole System Analysis and Results

The two pole system investigated in paragraph IIl1.B was
used to evaluate the performance of the hybrid implementation.
The performance results for this implementation are shown in
Table 21 for different A/D converter resolutions. Figure 34 is
a plot of normalized mean squared error vs A/D converter resolu-
tion. These results indicate that this approach does not
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TABLE 21. SIMULATION RESULTS FOR HYBRID IMPLEMENTATION FOR
FOR DIFFERENT LEVELS OF A/D CONVERTER RESOLUTION,
INTEGRATION TIME = 9.6 us, SAMPLING INTERAL = 4 ns

Predicted
Number of System Poles | Percentage Predicted Percentage Normalized Mean
A/D Bits (MHzZ) Error System Residues Error Square Error
No A/D 0.011554792 0.0328 2.8073336 x 105 0.0147
Converter 0.356 x 10-7
10.60926 -0.0727 -2.7349133 x 108 -0.705
16 0.011620211 0.599 2.8009951 x 109 -0.211
0.436 x 10-4
10.34654 -2.54 -2.667889 x 108 -2.52
14 0.012683786 9.807 2.8531059 x 105 1.64 i
0.809 x 10-3
9.,.5219201 -10.31 -2.4551532 x 108 -10.29
12 0.023587263 { 104.2 3.9067486 x 105 39.18
0.589 x 10~}
4.4864759 -57.7 ~1.210728 x 108 -55.76
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perform as well as the digital implementation (see Table 3).
Acceptable performance is obtained for A/D converters of 14 bits
or greater resolution whereas, for the digital implementation,
acceptable performance is obtained for A/D converters with
resolution of 10 bits or greater.

The apparent reason for the poorer performance of this
implementation compared to the digital implementation is that
the implementation accuracy of the integrator outputs is greater
for the latter than for hybrid implementation. Every sample of
the integrated output and input is converted to an N-bit digital
representation in the hybrid implementation. 1In the digital
implementation, the integrated output and input are formed by
numerically integrating the N-bit samples of the system input
and output. The numerical integration is accomplished using the
full capability of the GP computer machine accuracy. The
samples are accumulated and not rounded tc 16 bits as is the
case for the hybrid implementation. Therefore, the digital
implementation is actually more accurate than the hybrid
implementation.

3. Four-Pole System Analysis and Results

Although the performance of the hybrid implementation
was not as good as the digital implementation for the two-pole
system, its performance for the four-pole system of paragraph
I11.B.1.c.(2) was investigated. The results of the investiga-
tion are presented in Table 22. The performance of the hybrid
implementation is significantly better than the digital imple-
mentation for a 24-bit A/D converter and an ideal A/D converter.
The performance of the hybrid implementation is slightly better
than the digital implementation for a 20-bit A/D converter but
iils performance deteriorates significantly for a 16-bit A/D
converter, With 16-bit resolution, the hybrid implementation
identifies a pair of complex conjugate poles instead of poles at
0.51 and 0.82 MHz.

The results of Table 22 are useful in another respect.
The performance of the hybrid implementation with an ideal A;D
converter (machine accuracy) is significantly better than that
of the digital implementation. This is highlighted in Table 23.
These results indicate the effect of numerical integration on
the performance of the pencil-of-functions approach. For
systems with N > 2, the numerical integration using Simpson's
rule appears to be a serious limitation to the performance of
the technique.
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TABLE 22, SIMULATION RESULTS FOR HYBRID IMPLEMENTATION FOR
DIFFERENT LEVELS OF A/D CONVERTER RESOLUTION, FOUR-POLE SYSTEM,

INTEGRATION TIME = 4.8 us, SAMPLING INTERVAL = 1.5 ns
Predicted
Number of System Poles Percentage Predicted Percentage Normalized Mean
A/D Bits (MHzZ) Error System Hesidues Error squared Error
No A/D 0.011550994 -0.3 x 104 | 2.8069668 x 10° | 0.0017
Converter 0.5099998 -0.34 x 104 |-1.200447 x 107 0.037
0.775 x 10-8
0.8200003 0.53 x 10-4| 1.5111038 x 107 | 0.073
6.49999 0.8 x 10-5 }-1.61031116 x 108} 0.0193
0.011550716 0.00244 2.8068844 x 109 ]-0.00123
0.5100335 0.00657 -1.200283 x 107 0.0236
24 0.245 x 10-9
0.8199492 -0.006189 1.510175 x 107 0.0116
6.49999 -0.000321 -1.6099426 x 108 |-0.0035
0.0116280268 0.6668 2.82697507 x 109] 0.714
0.511678239 0.329 -1.3764095 x 107 [14.7 )
20 0.851 x 1093
0.815207 -0.584 1.900147 x 107 |25.8
6.509094 0.140 -1.7141638 x 108 | 6.47
0.38824 +0.28327 ——
16 0.0226615 96. —_— _— —
7.617245 17.2

TABLE 23. COMPARISON OF HYBRID AND DIGITAL IMPLEMENTATION
PERFORMANCE FOR FOUR-POLE SYSTEM, INTEGRATION TIME = 4.8 us,
SAMPLING INTERVAL = 1.5 ns

Predicted
) System Poles Percentage Predicted Percentage Normalized Mean
Implementation (MHz) Error System Residues Error Squared Error
0.011550994 ~-0.3 x 10-4 2.8069668 x 10° 0.0017
0.5099998 ~0.34 x 104 | -1.200447 x 107 0.037 i
Hybrid 0.775 x 10-8 i
0.8200003 0.53 x 104 1.5111038 x 107 0.073 :
6.499999 0.8 x 10-5 -1.61031116 x 108} 0.0193
0.011279618 -2.35 2.789548 x 105 -0.619
' 0.4988702 -2.18 ~1,048074 x 107 |-12.66
Digital 0.103 x 10-4
. 0.8540037 4,14 1.3534398 x 107 |-10.36
6.453757 -0.711 -1.504465 x 108 -0.964
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4, Amplifier, Signal Generator, and Data Storage
Requirements

The signal generator and amplifier requirements for the
hybrid implementation are essentially the same as those detailed
for the digital implementation. The amplifiers in the hybrid
implementation will have different gains to match the integrator
outputs to the appropriate A/D converter full-scale input
voltage but the frequency characteristics required are the same
as those required for the digital implementation.

The data storage requirements are more complicated for
the hybrid implementation because there are 2N + 1 data streams
to be recorded and stored in memory. This implies that a larger
number of memory chips is required; however, there is no in-
herent technology limitation in meeting the data storage require-
ments. The cost of the data storage system will be approxi-
mately (N + 1)/2 times that required for the digital implementa-
tion.

5. Conclusions - Hybrid Implementation

The resolution requirements for the hybrid implementa-
tion are significantly greater than for the digital implementa-
tion. Since the hybrid implementation require A/D converters of
approximately 24 bits, this implementation is beyond the current
state of the art (16 bits). For systems with two poles or
fewer, the hybrid implementation offers no advantages over the
digital implementation. For systems with more than two poles,
the hybrid implementation offers potential performance
improvement over the digital approach for an A/D converter with
24 bits. This improvement, however, increases the measurement
implementation complexity and cost.

It is not feasible to consider implementation of this
approach for an experimental validation at this time because of
the A/D converter requirement.

Future improvements in A/D converter technology may
permit implementation of this approach at that time. Therefore,
the approach cannot be dropped from total consideration at this
time but should be relegated to a low priority position until
the A/D converters become available.

D. ANALOG IMPLEMENTATION

The analog implementation for the identification technique
is shown in Figure 35 for N = 2,
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device is sampled using A/D converters and stored for further
processing on a general purpose computer.

1, Digital Simulation - Analog Implementation

The simulation of the identification technique was
modified to represent the analog implementation. The numerical
integration for the inner products was removed and replaced by
the analytical functions for the inner products. The various
integrated inputs, outputs, and inner products for N = 2 are
listed in the FORTRAN computer program listing in Appendix C.

2. A/D Converter Requirements

The A/D converter requirements for the analog
implementation are considered in this paragraph. Only one
sample of the output of each inner product device is necessary
for pencil-of-functions processing. Therefore, the conversion
time requirements for the A/D converters in this implementation
are considerably different from those of the digital implementa-
tion. If the output of each inner product device is sampled and
held at the end of the integration period, then the A/D
converters can take as long as necessary to convert the input.
This is significant because, as was observed in paragraph
II1.B.1.g, generally the higher the resolution of the A/D
converter, the slower the conversion time. Also, because only a
single sample per inrner product device is required, it is
feasible to think of using a single A/D converter to convert all
inner product outputs via multiplexing circuitry.

The resolution requirements for the A/D converters are
discussed in the following section.

a. Two-Pole System Analysis and Results

The performance of the analog implementation was
evaluated for the two-pole system of paragraph III.B.l.c.(l).
The assumed impulse response of the system is

5 ,-0.011550998 (2 7 x 108yt

h(t) = 2.8069192 x 10 5
-10.616986 (2 m™ x 107)t

- 2.7368441 x 10° e .t >0 (90)

For the initial performance evaluation, the analog integrators
and inner product devices were assumed perfect. The inner
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product device outputs were sampled with A/D converters whose
most significant bit magnitude was established on the basis of
the peak value of each inner product device. The performance
results for different levels of A/D converter resolution are
presented in Table 24. These results indicate that 18-20 bit
resolution is required for satisfactory performance. This is
beyond the current state of the art in A/D converters and
restricts the feasibility of this implementation in the present
time frame. 1In general, the performance of the analog
implementation is significantly less than that of the digital
implementation. Once again, the reason for this appears to be
the fact that the digital implementation forms the inner
products by accumulating products of N-bit numbers using full
machine accuracy. Consequently, the resolution of the inner
product is greater than that obtained using the analog
implementation which uses a N-bit representation of the final
inner product value.

b. Integrator and Inner Product Device Requirements

The A/D converter requirements werce determined in
section a. above, assuming perfect integrator and inner product
devices. This is impossible to achieve in a practical system.
This paragraph evaluates accuracy requirements for the
integrators and inner product devices.

Each entry of the Gram matrix will be in error
prior to A/D conversion. These error will arise from the
imperfections of the integrator and the inner product device,
and these will be a function of the devices and the inputs to
the devices. 1In order to evaluate the tolerable magnitude of
these errors using the computer simulation, they were assumed to
be uniformly distributed between *K percent where K is an input
to the simulation. Each inner product is evaluated using the
exact expression in the simulation and is then multiplied by
(1 + 100. X) where X is uniformly distributed between K percent
and is selected independently for each inner product.

The performance results using this error model are
provided in Table 25. These results assume a perfect A/D
converter (machine acccuracy). The results of Table 25 indicate
that an inner product total error of less than 10-3 percent must
be maintained to achieve satisfactory performance.

The performance of the analog implementation was
also evaluated taking into account the effects of the A/D
converter resolution. These results are provided in Tables 26
through 29 for A/D converters of 24, 20, 18 and 16 bits,
respectively. Figure 37 is a plot of normalized mean squared
error as a function of inner product error. These results
support the conclusion that the total inner product error must
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be less than 1073 percent to achieve satisfactory performance
for A/D converters of 18 bits or greater resolution. The analog
implementation does not achieve satisfactory performance with
less than an 18 bit A/D converter.

The problem now is to assaoss the sources of error
in the analog implementation and determine the reguirements for
each device to meet the total system error requirement. The
sources of error in the analog implementation are: (1) the
integrator and (2) the inner product device.

The integrator affects the total error in two
ways. First, the inputs to some of the inner product devices
are the outputs of integrators. Second, the inner product
device integrates the product of the two functions input to it.
The error intrcduced by the integrator is examined below.

(1) Integrator bError

The transfer function of a true integrator
(Hp1(s)) is given by

_ 1
Hpp(s) = 5 (91)
A practical integrator has a transfer function of the form
D | (92)
HPI(S) ~ sty

A practical way of implementing an integrator is to use an
operational amplifier as shown in Figure 38.

c
1L
i\
R
v O\ N~ oP v
AMP °
|+

Figure 38. Practical Integrator

The: transfer function of this implementation is given by
(Reference 8)
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(2w fl) 1
RC s + (1/RCA  I|[s + A~ (2m 1) | (93)
0 0

Ho(s) = AVO

where

f1 is the high frequency pole of the operational
amplifier

Ay, is the low frequency gain of the operational
amplifier

Typically, f; is very high (50 to 100 MHz) and AVO
is 104 to 108. Therefore the pole at S = -2nfjAy, is on the
order of 5 x 1011 Hz., This means that, for systefis in the range
of 10 to 50 MHz, this pole can effectively be ignored. Then

Hy(s) = Hp (s) = — o — (94)
S * Re A
Vo
where
- 1
Y © RC A,
0
and
27 fl Av
K = 0
RC

Now we examine the difference in performance
between an ideal and practical integrator. The output of an
ideal integrator is given by

t
Vo(t) = [ x(t) dt = x(t) * u(t) (95)
0

where x(t) is the input function and u(t) is the unit step
function. The output of the ideal integrator is the convolution
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of the input and a unit step function.
integral of x(t) is given by

Similarly, the double

x(B) dt dB = x(t) * (t u(t)) (96)

t B
I 7
00

or the input convolved with a ramp function.

The outputs of a practical integrator are listed
below

1

Single Integration x(t)* e Tu(t)

Double Integration X(t)* te_\Tu(t)

For a single integration, the error in the integration is a
function of the value of e-YT, where T is the integration
period. This is a measure of the "dioop" of the integrator over
the integration period. This concept of "droop" also extends to
the double integration. The key to reducing the error of a
practical integrator is to maintain the product YT as close to
zero as possible. For YT = 1. x 10-13, the maximum difference
between the true integrator impulse response and that of a
practical integrator is given in Table 30 for T = 9.6 us.

TABLE 30. PRACTICAL INTEGRATOR ERROR

Integration Maximum Error Magnitude
Single 0.6 x 10-11
Double 0.58 x 10-10

For the two-pole system of interest, the integrator output
levels are of the magnitudes listed in Table 31.

TABLE 31. INTEGRATED OUTPUT PEAK VALUES - TWO-POLl SYSTEM

Integrator Qutput Peak Value

Single 0.13 x 10-2

Double 0.4 x 10-2




The errors introduced in the integrator outputs
are almost negligible, and are on the order of 10-15 for a
single integration and 2 x 10-13 for a double integration. The
magnitude.of these errors will be compared with those of the
inner product device to determine which device is the primary
contributor to the total system error.

For vyT = 1 x 10-13, it is necessary that

1 x 10-13

= W = 1.04 x 10—8
. X

where

.1
Y= RC A, (97)
0

For a typical ogerational amplifier in use today, Ay, varies
from 102 to 1010, This requires that RC be in the ringe of 9.6
x 10-3 to 9.6 x 103. A typical RC selection is R = 1 megohm and
C =1 pf or RC = 1. Achieving RC = 9600 requires larger
capacitors and larger resistors than are desired. Therefore, an
operational amplifier with an Ay, of 108 to 1010 or higher is
recommended for use with RC chosén accordingly.

(2) Inner Product Device
The remaining critical component in the

analog implementation is the inner product device. One approach
to implementing the inner product device is shown in Figure 39.

Yi(t) ——— j‘ N
MULTIPLIER -
Yj{t) —— INTEGRATOR &/- vilTh vi(T) d(m)

Figure 39. 1Inner Produce Device

As detailed above, the integrator should not
contribute significantly to the error in the inner product.
This means that the critical item in the inner product device is
the analog multiplier.
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The analog multiplicer operates conceptually
as o shown in Figure 40,

VX [o u—— VX Vy

Figure (10, Analop Maltiplier Model

Vo 15 a dimensitonal constant ot a practical
multtiplicr and is typically equal to 10 volts.  There are
several sourcess of error in oo typical multtiphier, some ol whiceh
can be reduced or oeventually eliminated by uing external trim-
ming technigues, A detaitled di=cusisstion of thesse reducible
crrors is not provided in this report. However, the irreducible
crror tnoan analog multiplicr s pencrally bimted by the nonlin-
carity of the analog multiplicr,  The nonlinecavity specitication
represents the peak difference between the multiplicr output and
the theoretical output.  The typical ranpe of nonlinearity
crrovs for analoy smultiplicrs s in (he ranpge of 0,00 1o 20 poer-
cent,  These are specitired an terms of full-scale output, .o,
a multiplicr with a 0.1 percent nonlincarity crvor and a 10 volt
full-sceale maximum output has a maximum nonlinear crror of Q.1
volt, The nonlincavity tfor cach input is usually given an
multiplicr specifications and the nonlinearity crrvor can be
conservatively predicted from (Retference 9):

Fexay) oVl 4[\'},[:3, (U8)

whore
f(x,y) is the nonlincarity cerror

ty is the fractional nonlinearity coefticient torv
X input

vy is the fractional nonlincarvity coctticient for
v input

Vy is the x input voltage

Vy is the y input voltage
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If Vy and Vy are assumed to have a maximum
value of 0.1 volt, the expected product would have a maximum
output of 0.1(0.1)/10 = 0.001 volt.

If the nonlinearity error is to be maintained
at less than 0.001 percent, then it is necessary that

-8
= +
t (x,y) < 0.00001 (V V) = 0.001 (e, ey) < 10 (99)
or -5
(e, + sy) < 10 (100)
For ¢ = ¢ ,
X y
e, < 0.5 x 107%%. (101)

A survey of commercially available multiplier
devices indicates that the best multiplier accuracy that can be
achieved is on the order of 0.05 percent. This device does not
have sufficient accuracy to meet the requirements above. If the
inputs to the multiplier are amplified to a peak of 10 volts,
the product maximum will be 10 volts. The nonlinearity error is
to be maintained to

f (x,y) < 107° (10) = 1074 (102)
This requires that

(ey *eg) 2

(103)

so that no advantage is gained by amplifying the signals.

These results imply that the analog
implementation is not feasible in the present time frame because
of the inaccuracy of the analog multiplier. Multiplier
specifications are for the maximum nonlinearity error of the
output voltage. They are obtained by setting one input to a
constant dc voltage. The other input is varied over the maximum
input range and the output voltage measured and compared with
the theoretical output. The maximum deviation is then recorded
as the nonlinearity error. This complicates the error analysis
undertaken in this section because the nonlinearity error
specification is a worst case value. In reality, the range of
voltages over which the system under test will operate may lie
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in a region where the multiplier nonlinearity is much less than
the worst case value. This cannot be determined from a
multiplier specification sheet; indeed, it is a function of the
actual devices to be used in the implementation. A significant
amount of device testing would be required before the analog
implementation could be considered feasible. The present
indications, however, are that the multiplier errors are on the
order of 0.05 percent as a minimum. This does not meet the
accuracy requirements defined earlier for the inner product.

Another potential drawback for the analog
multiplier is the bandwidth limitation. The analog multiplier
with the 0.05 percent nonlinearity error is the Analog Devices
Model #435K, which has a 3-dB bandwidth of 250 kH». Wider band-
width multipliers (1 to 10 MHz) are available at the price of
increased nonlinearity error (minimum O.1 to 0.5 percent).

On the basis of the extrapolation of the
amplifier results of 11l1.c, the upper 3-dB break frequency of
the multiplier should be 1000 times the upper break freguency of
the system under test. This implies that the system under test
will be limited to 250 Hz for the 0.05 percent amplifier des-
cribed above and to 1 to 10 kHz for the less accurate multip-
liers.

The analog implementation will also require
careful consideration of the propagation time delays incurred in
the circuitry. The inputs to the various inner product devices
will, in many instances, have been processed by a different
number of integrators. Any appreciable propagation delay will
result in an error being introduced in the product of the two
functions input to the analog multiplier. The results of this
section clearly indicate that the error in the inner product
calculation must be very small in order to obtain satisfactory
performance from the identification technique. Therefore, the
time delays must be compensated for as much as possible to
reduce the overall inner product error. This may require a
significant amount of testing prior to using the identification
technique to appropriately synchronivze the inputs to each inner
product device.

A survey of available analog components did
not reveal any analog correlator devices capable of forming the
required inner product. This implies that the preferred imple-
mentation of the inner product device is the analog multiplier-
integrator configuration of Figure 39.

These results support the conclusion that the
analog implementation is not a feasible implementation for the
identification technique at this time. Technology advancements
in analog multiplier devices in the areas of increased aceuracy
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and bandwidth are necessary before the identification technique
can be implemented using analog devices.

3. Amplifier, Signal Generator and Data Storage
Requirements

The analog implementation requires 2N + 1 amplifiers to
adjust the output of the inner product devices to the full-scale
input voltage of the A/D converters. The performance require-
ments for the amplifier are similar to those determined for the
digital implementation. The gain of each amplifier must be set
dependent on the inner product peak amplitude of the inner
product device output and the A/D converter input character-
istics.

The signal generator requirements are the same as those
determined for the digital implementation.

The data storage requirements are significantly reduced
for the analog implementation. The stored data consists of
4N + 1 numerical values representing the inner product device
outputs. This will permit use of smaller and fewer memory chips
than are required for the digital implementation. This data
storage requirement does not limit the feasiblity or applic-
ability of the identification technique as was discussed in
detail in paragraph 111.B.4.

4, Conclusions - Analog Implementation

The critical components in the analog implementation
are the inner product device and the A/D converter. The
analysis of the analog implementation has led to the following
conclusions.

(1) A minimum of 18 bits of A/D converter resolution
is required to achieve minimum identification per-
formance.

(2) The maximum tolerable error in the inner product
output is on the order of 10-3 percent to achieve
a minimum level of identification performance for
A/D converters with 18 or more bits of resolution.

(3) Performance improvement reguires less inner
product error (10'4 to 107° percent) and increased
A/D converter resolution (20 to 24 bits). How-
ever, the performance of the analog implementation
is below that demonstrated for the digital imple~
mentation.
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(4)

(5)

Currently available analog multipliers have an out-
put error on the order of 0.05 percent which is
approximately 50 times greater than the maximum
tolerable error of 0.001 percent required for mini-
mum performance of the identification technique.

The analog
quirements
that it is
tation for

multiplier and the A/D converter re-
for the analog implementation imply
not feasible to consider this implemen-
an experimental test setup in the pres-

ent time frame. Significant technological develop-
ments for analog multipliers and A/D converters
are necessary before this implementation can prove

feasible.
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APPENDIX A
COMPUTER PROGRAM LISTING FOR THE DIGITAL
IMPLEMENTATION OF THE IDENTIFICATION TECHNIQUE

A listing of the computer program for the digital implemen-
tation is provided below for the two-pole system of Section
I11.B.
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100
110
120
130
140
150
160
170C
180
190
200
210
220
230
240
250
260
270
280
290
300
310
320
330
340
350
360
370
33N
300
400
410
420
430
440
450
409
470
480 900
490
500
$10
520
530
H40
550
560
570

DIMENSION Y1(1,2401)
DIMENSION Al1(4),CP(4),Cl(4),AP(4)
DIMENSION G(10,10),Y(3,2401),U(3,2401),A(20,10),C(25,25)
DIMENSTON ISN(10),XLX(10),COEF(10),XLAMR(10),XLAMC(I0)
DIMENSION RR(10),CR(10),B(25),CRR(10,10),CI(10,10)
DIMENSION LIMITI(10),LABEL(25),5(25,1),R(25,1)
INTEGER SN,STEPI,STEP2

INITALIZATION AND INPUT PARAMETERS
P12=2,%3.14159
ERMS=0.
W3=10.
A1(3)==1.E6*W3
AP(3)=A1(3)
DELT=4.E-3
SN=2
PRINT$"ORDER OF LINEAR SYSTEM IS",SN
PRINTs v
SN2=2#SN
SK=1.
M=2400
MORIG=M
LIMITI (1) =M+
STEP=SN+1
T=DELT#*M
LL=0
XMSBI=1.E-3
XMSBO=1,55=3
NBITS=0
PRINTs"NUMBER OF BITS IN A/D=" ,NBITS
PRINTsu#
PRINT:"NUMBER OF WAVEFORM SAMPLES=" M
PRINTsnn
PRINTs"INTEGRATION TIME IN MICROSECONDS=",T
PRINTs "
PRINTs"INTEGRATION INTERVAL IN MICRNSECONDS=",DELT
PRINT s v
R3=1.E-3
CP(3)=R3
FORMAT (18X ,E14,5)

EVALUATE INPUT AND OUTPUT F!NCTIONS
R1=2.8069192E5
R2=-2.736844 E8
WI=PI2%.011550008
ALC1)==1 , 56%WI
W2=P12%10.616986
Al (2)==1  E6*N2
CA=RI*R3/ ((W3=W1)*| E6)
C2=R2*R3/ ((W3-W2)*1 .E6)




580 C3=R2%R3/ ((N2=W3)*] .E6)

590 C3=C3+RI*RI/Z ((WI1-W3)*x1].FG)

600 Ci{})==CA

610 Cl1(2)=~C2

620 Cl(3)=~C3

630 Dy 909 JK=1,M+]

640 XJK=JK

650 Uar,Jky=o0,

660 XT3A==W3* (X JK~1)Y*DELT

670 IF(XT3A.LT.=80.) 69 T 166 i
680 UG, JK)=EXP(=9W3x (XJIK=-1)*DELT) 1
690 166 CONTINUE 1
700 UCT,JK)=1 JE=3%SKx!](1, JK)

710 CALL ATOD(UC) ,JK) XMSBI NBITS)

720 XT1=CA*EXP(=Wi*x(XJIK~1)*DE]L.T) 1
7139 XT2=0, :

740 XT3=D,

750 XT2A=-W2* (XJK-1)*DELT

760 XT3A=-W3% (XJK~1)*DELT

770 [F(XT3A.GT.-80.) XT3=C3*xFEXP(XT3A)

730 IF(XT2A.GT.=80.) XT2=C2*FXP(XT2A)

790 YOI ,JK)=XTI+XT2+XT3

800 Y(1I,JK)=SKxY (1, 0X)

810 YO, JKy=Y (1, JK)

820 CALL ATODCY (1 ,JK) (XMSBONRITS)

83D 999 CONTINUE

840 PRINT:WACTUANL SYSTEM POLIES ARE:® WI/PI2,W2/P12

850 PRINTzun

360 PRINTsYACTUAL SYSTEM RESIDUES ARE:",R! ,R2

870 PRINTsun

830 M2=M

890 PRINTeWINPUT MSR=%_ XMSRB]

900 PRINTsun

Q10 PRINTs"OUTPUT MSB="_XMSRO

920 PRINTzw# i
930 Dn 138 JJ=2,SN+| :
040C INTEGRATE INPUT FiNCTINON SN TIMES USING SIMPSONS RUME

950 LL.=0

960 UtJdJ,. 1)=n,

970 DO 137 II=3,M2+1,2

980 TL=1L1+1

990 KK=1I-Ll

1000 TEDY=U(JI=1, T1=2)+4 U (JJ=1,T1-1)+10(JJ=-1 . ID)

(010 UOJT KK =UCJT  KK=1)Y+T/ (3%xM2)*TEDI

1020 137 CONTINUE

1030 M2=M2/2

1040 138 CONTINUE
1059C INTEGRATE OUTPUT WAVEFORM SN TIMES USING SIMPSONS RULE
1060 Do 101 JKX=2,STEP
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1070 120 LIMIT=M~1

1080 JAT=0

1000 LIMITE(JK)=M/72+]

1100 CONST=T/(3.%M)

1110 140 J=0

1120 Y(JK,1)=0,

1130 LIM=LIMIT+2

1140 DO 13 I=3,LIM,2

1150 J=J+i

1160 Kk=1~J

1170 TERMB2=Y (JK=1,1=2)+4, %Y (JK=1, [=1)4Y(JK~1,1)

1180 Y(JK,KK) =Y (K, KK=1)+CONST*TERM52 :
1190 13  CONTINUE :
1200 M=M/2

1210 38 CONTINUE

1220 101 CONTINUE

1230C EVALUATE INNER PRNONDUCTS FOR GRAM DETERMINANT )
1240 M=MO<1G

1250 STEPI=SN+1

12560 STEP=2%SN+|

1270 DO 100 K=1,STEP!

1240 LJ=1

1290 M1 =M

1300 MSI.J=1

1310 220 LIMIT=M=-2

1320 JAT=0

1330 CONST=T/(3,%M)

1340 240 CONTINUE

1350C EVALUATE G(K.K) FNR K=1,SN

1360 DO 7 I=1,LIMITI(K)~2,2

1370 XI=1

1380 TERM1=2**FLOAT(K=1)*CONST

1390 TERMI2=Y (K, 1) **2+4 ,*Y (K, T+1)%*2+Y (K, [+2) %k
1400 TERMI3=TERMI*TERM12

1410 G(KK)=G(K,K)+TERM13

1420 7 CONTINUE

1430C EVALUATE G(K,KM) FOR J 6T, K T J=8SN+}
1440 N 3 J=2,5TEPI

1450 MSLJ=1

1460 IF(K~J) 435,437,436

1470 435 DO 6 I=t,LIMITI()Y=-2,2

1489 XTER2=24%*FLOAT(J=~1 )*CONST

1490 TERM22=Y (K MSLI)*U(J, 1)

1500 HSLJ=MSL J42 4% FI.OAT( J-K)

1519 TERM23=4 . xY(K HSLI)*xUU(J, I +1)

1520 KSLJI=MSLJI4+2%%xFLOAT(J=K+1)

1530 TERM24=Y (K, KSLJ)*U(J, 1+2)

1540 TERM2=XTER2% (TERM22+TERM23+TFRM24)
1550 KM=J+SN

1560 G(KKM)=G(K,KM)+TERM2

1570 MSLJ=KSLJ
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1580 6
1590
1600C
1610 436
1620
1630
1640
1650
1650
1670
1680
1690
1700
1710
1720 176
1730
1740C
1750 437
1760
1770
1789
1700
1300
1810
1820
1830 276

CONTINUE

GO To 3

EVALUATE G(K,KM) FOR K .GT. J TO K=SN+i|
DO 176 I=1,LIMITI(K)=-2,2
XTER2=2**FLOAT (K—=1)*CONST
TERM22=Y (K, I)*U(J,MSLD)

HSLJ=MSL J+2**xFLOAT (K-J)
TERM23=4 . xY(K,I+1)*U(J,HSL.))
KSLJ=MSL J+2%*FLOAT(K=J+1)
TERM24=Y (K, I+2)*U(J,KSLJ)
TERM2=XTER2* (TERM22+TERM2 3+TERM24)
KM=J+SN

G(K,KM)=G(K,KM)+TERM2

MSLJ=KSLJ

CONTINUE

Go To 3

EVALUATE G(K,KM) FOR K=J

DO 276 I=1,LIMITI(K)=-2,2
TErRM22=Y (K, )*U(J, 1)
TERM23=4 %Y (K, [+1)*U(J, I+1)
TERM24=Y (K, I+2)*xU(J, [+2)
XTER2=2**FIL.OAT(K=1)*CONST
TERM2=XTER2* (TERM22 +TERM23+TERM24)
KM=J+SN

G(K,KM)=G(K,KM)+TERM2

CONTINUE

1840 3 CONTINUE

1850
1867 100
1870C
1880
1800
1900
1910
1920
1930
1940 @
1950 8
1960
1970 236
1980C
1090 237
2000
2019
2020
2039
2040
2059
2060
2079
2089

IF(K-STEP1) 236,100,100

CONTINUE

EVALUATE G(K,K) FNOR K=SN+1 T 2*SN+|
DO 8 K=SN+2,5N2+|

DO 9 I=1,LIMITI(K=-SN)-2,2
DERT1=2%*%FLOAT (K=SN=1)*T/ (3%M)
DERZ2=U(K=SN, ) **244 ,*J(K=SN, I+1)*¥*k2+U(K-SN, 1 42) #x2
DER3=DERI*DER2

G(KK)=G(K,K)+DER3

CONT INUE

CONTINUE

GO Tn 425

IF(K-SN) 237,237,100

EVALUATE G(K,LK) FOR K .LT. SN, LK=K+1,SN+1
DO 401 LK=K+1,SN+1

MMW=LIMITI (LK)-2

LJ=1

DO 402 LI=1,MMW,2
TERM3I=Y(K,LL.*Y(LK,LI)
KHI=LJ+2**xFLOAT (LK-K)
TERM32=Y(K,KH1)*Y (LK, LI+1)
KH2=L.J+2%x%xF.LOAT (LK=-K+1)
TERM33=Y(K,KH2)*Y(LK,LI+2)
TERM34=TERM1 %2 %% F.OAT (1. K-K)
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2090

LJ=LJ+2**FLOAT(LK-K+1)

2100 TERM3=TERM34*x (TERM31+4 ,*TERM32+TERM33)

2110 G(K,LK)=G(K,LK)+TERM3

21290 402 CONTINUE

2130 401 CONTINUE

2140 238 IF(K-l) 57,57,58

2150C EVALUATE G(K+SN,LK+SN) FOR K=2,SN+1, LK=3,SN+]|
2160 58 DO 601 LK=K+1 ,SN+!

2170 MMH=LIMITI(LK)=-2

2180 LJ=1

2190 DO 602 LI=1,MMW,2

2200 TEX1=U(K ,LJ)*U(LK,LI)

2210 KL1=LJ+2%*xFLOAT(LK=K)

2220 TEX2=U(K,KL1)*IJ(LK,LI+1)

2230 KL2=LJ+2*xFLNAT(LK-K+1)

2240 TEX3=U(K,KL2)*U(LK,LI+2)

2250 TEXA=TERU 1 %2 **FLOAT(LK-K)

2260 LJ=LJ4+2%xFLOAT(LK=-K+1)

2270 TEX5=TEX4%x (TEX!1 +4 . *TEX2+TEX3)

2280 G(K+SN,LK+SN)=G(K+SN,LK+SN)+TEX5

2290 602 CONTINUE

2300 601 CONTINUE

2310 57 CONTINUE

2320 GO TO 100

2330 425 CONTINUE

2340 PRINTs"UNSCALED ENTRIES IN GRAM DETERMINANT ARE"®
2390 PRINTs® ROW COT.UMN INNER PRODUCT"®
2360 PRINTs® I J G(r, "
2370 PRINT s nn

2380 STEP1=STEPI+SN

23990 DO 942 JIK=1,STEPI

2400 Do 943 KLI=1,STEP!

2410 G(KLI,JIK)=G(JIK,KLI)

2420 PRINT* JIK,KLI,G(JIK,KLI)

2430 943 CONTINUE

2440 942 CONTINUE

2450 MORIG=M

2460 N=SN2

2470C SCALE SCALAR PRNDUCTS BY 1.E6 FOR COMPUTATION FACILITY
2480 DO 1011 I=1,SN2+!

2499 DO 1021 J=1 ,SN2+1

2500 G(I,J)=1.E6%G(I, )

2510 1021 CONTINUE

2520 1011 CONTINUE

2530C EVALUATE DIAGONAL COFACTORS CNEF(])

2540 PRINT:"NIAGONAL COFACTORS ARE AS FOLLOWS®
2550 DO 300 J=1,5N2

2560 DO 310 I=1,SN2

2570 ACI, DI=G(J+1 ,1+1)

2510 ACTL, D=A(T, 1)

2590 310 CONTINUE
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2000 300
2610
2629
2630
2640
2650
2660
26170
2639
2690 410
2700 400
2710
2729
2730
2740
2750 520
2760 10
2770
2730
21790
2800
2810 610
2821 500
2830
2849
2890
2860 500
281710
2830C
2890
2909
2910
2920 640
2930C
2940
2999
2960
2970
2980
2900
3000
3011
3020
3030
3049 650
3050C
3060
3070
3080
3099 670
3100 660

CONTINUE

IDh=1
COEFC1)=NETE(A,N,20)
PRINT:ID,COEF(1)

DO 500 1.KJ=1,SN

DO 400 J=1,1.KJ

DO 410 I=1,LLKJ

A, D)=6(J, )
ACL,)=G(I, )

CONTINUE

CONTINUE

DO 510 J=1,1.KJ

DO 520 I=LKJ+1,SN2

A, 1)=G(J, I+1)

AT, =A0J, 1)

CONTINUE

CONTINUE

DO 6N J=T.KJ+1,SN2

DO 610 I=1.KJ+1,SN2

A, D)=GJ+1,1+1)
ACT,J)=ACJ, 1)

CONTINUE

CONTINUE
COEF(LKJ+1)=DETE(A,N,20)
PRINT:L.KJ+] ,COEF(LK.J+1)
I.NM=LK J+1

CONTINUE
PRINTe"EIGENVALUE EQUATIOM CNEFFICIENTS ARE®
EVALUATE EIGENVALUR FQUATION COEFFICIENTS B(I)
DO 640 I=1,5N+1
BR(I)Y=SORT(ABS(CNEF(SN+2=-1)))
PRINT:I,3(I)

CONTINUE

EVALUATE SYSTEM POLES

N=SN

PRINT:"POLES OF SYSTEM ARE GIVEN BELOWM

PRINTs® NUMBER RE ALL(MHZ) IMAG(MHZ)"

CALL DOJNH(B,N,RR,CR)
650 J=1,SN
XLLAMR(J)=RR(J)/PI2
XLLAMC(J)=CR(J)/PI2
AP(J)=RR(J)*1,.E6
PRINTtJ,XLAMRCJ), XLAMC(J)
XLAMR(J)=RR ()

CONTINUE

EVALUATE SYSTEM RESIDUES
FLAG=1

DO 660 K=1,S5N+1
IF(XLAMC(J)) 670,660,670
FLLAG=0

CONTINUE
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311D
3129
3130
3140
31959
3160
3170
31K
3190
3200
3210
3223
3239
3240
3299
3200
3270
3280
3290
3301
3310
3320
3330
3340
3350
33692
3370
33830
3390
3400
3410
3420
3430
3440
3459
3460
3470
3480
3490
3491

3492
3493
3494
3495
3496
3497
3498
3499
3500
3510
3520

599

701

721
720

710
700

740

751

IF(FLAG) 680,680,690
DO 700 I=1,SN

DO 710 J=1,SN

TEMP1 =)

DO 711 =1, 1

TEMPI=TEMP | *XLAMR (J)

CONT INUE

EWE) =0,

EWE2=0,

EWE=1./ (TEMP 1% (XLAMR(J)+W3))
ENEIA=XLAMR(J)*T

EWE2A==n3%T

IF(EWE2A,GT.~80,) EWE2=FXP(EWF24)
IFCEATIA,GT.-80.) ENEI=EXP(ENE1A)
C(I,J)=ENEX(EWE1-EWED)

C(L, =1 ,E=3%xSK*C( ], J)

TEMP=0.

DO 720 K=1,1

TEMP2=1,

DO 721 KK=1,I+1-K
TEYP2=TENP2XXLAMR( J)

CONTINUE
TEMP=TEMP+U(K+1 ,LIMIT1 (K+1))/TEMP2
CONTINUE

CCI,N=C(I,H)=-TTH4p

CONT INUE

CONTINUE

CAIL MTINV(C,N,N,25,LAREL)

DO 740 [=2,SN+1
SCI=1,1)=Y(I,LIMITI(I))

CONTINUE

CALL MTMPY(0,C.S,R,SN,SN,I)

PRINT:"RESIDUES 0OF SYSTEM PNOLES ARE GIVEN BELNHWS

Do 751 I=1,SN
PRINT:I,k(I,1)%],E6
CONTINUE

GO TO 1000

680 CONTINUE

1000 CONTINUE

XI=100.%(R(1,1)%1 E6=R1)/RI
X2=100,%(R(2,1)*1 ,£6-R2)/R2

PRINT2nw

PRINT##PERCENTAGE ERROR-RESIDUES",X1,X2
PRINT 2 "»

X1=100.% (AP(1)=A1 (1)) /AL (1)
X2=100.%(AP(2)=A1(2))/A1(2)
PRINT#"PERCENTAGE ERROR-POLESY,X1,X2
PRINT: nv

PRINTs "

StM=0.
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3930 FUNCTION DETE(A,NARG, IDIM)

3940 DIMENSION ACIDIM,NARG)

3050 | N=NARG

3960 SIGN=1,0

3970 NMINt=N-1|

3980 IF(NMIN! .EQ. 0) GO T 401

3900 Doy 391 JI = 1 ,NMINI

4000% *kxkkkkkkFIND REMAINING ROW CONTAINING LARGEXTHhak kkaik
4010x *kkkkkkkkkx ABSOLUTE VALUE IN PIVOTAL COLUMNSddkkdok dekkhk
4020 101 TEMP=0.0

4030 Do 121 J2=Jl N

4049 IFC(ABS(A(J2,J1)) .LT.TEMP)Y GO T 121

4050 TEMP=ABS(A(J2,J1)) '

40060 IBIG=J2

4070 121 CONTINUE

4080 IF(TEMP.NE.0.0) GO Tn 201

4090% *kkdkkkxkkk xkkkPIVOTAL COLUMN CONTAINS ALL ZEROES* *kk4x
410 DETE=0.0

4110 GO To 5001

4120 201 IF(JV1.EQ.INIGY 6n To 301

4130% *hkkkkkhkkokkihkk [INTERCHANGE RNOWS AND CHANGE SIGNxkxkkkhkik
4140 DO 221 J2=J1 N

4150 TEMP=A(J1,J2)

4169 A(JI,L,J2)=A(IRBIG,J2)

4170 221 A(IBIG,J2)=TEMP

4130 SIGN==SIGN

4190% Kk kkkkxkk*AAkAkkCOMPUTE NEW CNEFFICIENTS BELOW PIVOTAL R
4200% KAAARRERERR AR AND BEYOND PIVOTAL COLUMN®kdd stk ok ke kkkkk
4210 301 NI=Jl+1

4220 DO 321 J2=NI,N

4230 TEMP=A(J2,J1)Y/ACJ1,J1)

4240 DO 321 J3=NI1,N

4250 321 A(J2,J3)=A(J2,J3)=A(J1,J3)*TEMP

4260 391 CONTINUE

427)% khkkAk khkkhkrhkkxk [T EMENTS TIMES (=1)#%NO., OF ROW INTERCHA
4280 401 DETE=1,0

4290 DO 421 Ji=1,N

4300 421 DETE=DETE*xA(JI1,.J1)

4310 NDETE=DETEX*SIGN

4320 %001 RETURN

4330 END

4340% Z0ORP2

4350% ROUTINES FOR SOLVING POLYNOMIALS

4360 SUBROUTINE POLY(NJAGR,C,PR,PC,RHN,PHI)
4370 DIMENSION A(Q000)

4380 [IF(RHM 10,5,10

4390 5 H=A(1)

4401 C=n,

4410 Pi=A(2)

4420 PC=0,

44 39 RETURN




p—

4440 10 Vi=l.

4450 v2=0.

4450 R=A(1)

4470 C=0.

4480 PR=0.

4490 PC=0.

4500 W 1=RHO*COS (PHI)
4510 N2=RHO*SIN(PHI)
4520 NN=N+1

4530 DO 20 I=2,NN

4540 TI=W1*V ]| -W2xV2

45590 V2=W2*xV [ +W | *V2

4560 VI=TI

4570 R=R+A(I)*V.|

4580 C=C+A(I)*xV2

4590 PR=PR+A(I)* (I-1)*V]
4600 20 PC=PC+A(I)*(I-1)*V2
4610 PR=PR/RHO

4620 PC=PC/RHO

4630 5001 RETURN

4640 END

4650 SUBROUTINE ARCTA(X,Y,ANGLE)
4660 PI=3.14159265

4670 IF(X)>10,30,20

4680 10 ANSLE=ATANCY/X)+PI*SIGN(1.,Y)
4690 RETURN

4700 20 ANGLE=ATAN(Y/X)
4710 RETURN

4720 30 IF(Y)40,60,50
4730 40 ANGLE==-PI/2.

4740 RETURN

4750 50 ANGLE=P1/2,

4760 RETURN

4770 60 ANGLE=0.

4780 RETURN

4790 END

4800 SUSROUTINE DOWNH(A,NAR,RR,CR)
4810 DIMENSION A(9999) ,RR(9990),CR(9909),Q(101),3(3)
4820 CALL FXOPT(67,1,1,0)

4830 J=0

4840 N=NAR

4850 NPLI=N+I|

4800 ANPP=A(NPL 1)

4870 DO 102 I=1,NPLI

48430 IF (A(I))103,102,103

4890 102 CONTINUE

4900 103 C=ABS(A(I)/A(NPL1))

4910 LU=120

4920 LI=-120

4v39) IF(C=2.%*x1.U) 100,100,101
4940 100 [F(C=2.**11)101,105,105
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4950
4950
4970
49537
4990
5000
5010
5020
5030
5040
5050
5060
5079
5030
H00
5100
5110
5120
5130
5140
515D
5160
5170
5180
5190
5200
5210
5220
5230
5249
5259
5260
5270
“23D
5290
5300
5310
5329
5330
5340
5359
5350
5370
5380
5300
5400
5410
2420
5430
5440
54450

101
105
109
1o
111
112

114
15
120
121
201
206
211

221

301
401
421
431
441

461

501

521

541

60|

10n

NAR==NAR
GO To 5001
IT=(LU+LL) /2

IF(C=2.%%x11) 110,110,100

[1=11
GO To 1i1
LU=1I

IF(LY=-11L=-1)5001,112,105

IB=11I/N

IFCIB)Y 114,120,114
DO 115 I=1,NPLI
II=1-1

ACDY=A(I)* (2. %% ([IXx]IR))

NO 121 Ji=1,NPLI
ACJ1)=ACJI)/A(NPLI)
IF(N)2001,2001,206
IF(AC1))301,211,301
J=J+]

RR(J)=0.

CR(1)=0,

DO 221 Ji=1 N
ACITY=ACTI+1)

N=N-1

GO T 201
IF(N=2)601,501,401
CALL GRAD(AN.X,Y)

IF(ABS(Y)=ABS(X*x|,E-4))431,431, 441

Y=0,

J=J+1

RR (J)=X

CR(J) =Y
IF(Y)461,1021,461
J=J+1

RR(J)=X

CR(J)==Y

Go To 1011

DISC=A(2)%*%x2-4 %A (1)

IF(DISC)YR21,541,54)
Y=SQRT(=DISC) /2.
X==A(2)/2.

GO TO 421

J=J+1

RR(CJ)=(=A(2)+SQRT(DISC)) /2.

Cr(J)=n0,

GO TO 1021
J=J+1
RRC D ==A(])
CR(I}Y=0.

GO TO 2001
BCOI)=X%%k2+Y %k 2
B(2)==2,%X
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%460 B(3H=1,

2470 NB=2

5430 GO TO 1041

5493 1021 B(1)==RR(J)

5500 B(2)=1,

5510 NB=1

5520 1041 CALL DIV(A,B,N,NB,Q)
hh33 Do 1061 Ji=1,N

5540 1061 ACIY=Q(ID)

5559 IFCCRCIN1081,1071,1081
5560 1071 N=N-1

5570 GO TO 201

5580 1081  N=N-2

5590 Gn To 201

5600 2001 IF(IB)»2002,2005,2002
5610 2002 Do 2000 I=1,NAR

5621) RRCIY=RR(II*(2.%x(IB))
5630 2000 CR(I)=CR(I)*(2.4x(IB))
5640 2005 NPI=NAR+|

5650 Do 2011 I=2,NPI

5660 201t A(I)=0,

5670 ACI) =1,

5680 NA=0

H690 J=1

5700 2021 IF(CR(J))2041,2061,204]
5710 2041 NB=2

720 B(3)=1.

5730 B(2)==2.%xRR(J)

5740 BCIY=RROJI*R2+CR(J) *%2
5750 J=J+2

5760 GO TO 2081

5770 2061 NB=)

5780 B(2)=1,

5790 B(1)==RR(J)

5800 J=J+!

5810 2081 CALL MTALGD(A,NA,B,NB,O)
5820 NA=NB+NA

5830 NAPL I =NA+I

5840 Do 2091 I=1,NAPLI

5850 2091 A(1)=Q(D)

5360 IF(NA=-NAR) 2021, 3001,3001

5870 3001 DO 3011 J2=1,NPLI
9830 3011 A(JI2)=A(J2)%ANPP
589C 5001 RETURN

5900 END

5910 SUBROUTINE GRAD(A,N,XZ,Y7)

5920 DIMENSTION A(9909),X(3),Y(3),RP(3),CP(3) ,RHI(3),PHI( )
5930 DIMENSTON ABSP(3),PR(3),PC(3)

5940 PI=3,14159265

59450 MTST=|

5960 101 X7Z=0.0

5970 YZ=1,0
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5930 DZ=2.

5990 RHOZ=1.

6000 PHIZ=P1/2.

6010 201 CALL POLY(N,A,RZ,CZ,PRZ,PCZ,RHNZ,PHIZ)
6020 221 SU=SQRT(PRZ**2+PCZ*%2)
6030Q ABSPZ=SQRT(RZ**x2+4CZ¥%*2)
6040 U=2.*%ABSPZ*SU

6050 PSI=ATAN(U)

6060 TOP=RZ*PCZ~CZ*PRZ

6070 BOT=~(RZ*PRZ+CZ*PCZ)

6080 CALL ARCTA(ROT,TOP,THETA)
6090 COSI=COS(THETA+PHIZ)

6100 SINE=SIN(THETA+PHIZ)

6110 IF(ABSPZ)300,5001,300

6120 300 IF(SU)»301,501,301

6130 301 IF(RHNZ) 321,401,321

6140 321 IF(ABSPZ/ (RHOZ*SH)=1,E-7)5001,5001,701

5150 351 IFC(ABSPZ/ (RHOZXS1])= 10, %% (~MTST) )801,801,401
6160 401 DZ=DZ2/8.0

6180 DO 431 1=1,3

6190 DZ=2 .,*DZ

6200 X(1)=XZ+DZ%COS!

6210 Y(I)=YZ+DNZ*SINE

6220 HRHOCI)Y=SQRT(X (T)#*x2+Y (] ) *%2)
6230 CALL ARCTA(X(I), Y(I), PHI(IY))
62490 CALL POLY(N,A,RP(I),CP(I),PR(I)Y, PC(I),RHOCI),PHIC(CI))
6250 ABSP(I)=SORT(RP(I)**2+CP(])*x2)
6250 IF(ABSPZ-ABSP(1)Y) 431,431,421
6270 421) ABSPZ=ARBSP(I)

6280 IM=1]

6290 431 CONTINUE

6300 IF(IM) 441,441,461

6310 441 NZ=DZ/8.

6320 IF(RHOZ) 443, 445, 443

6330 443 IF(DZ/RHOZ~1 ,E-7)451,451,401
6340 445 IF(DZ-1.E-7)451,451,40]
6350 451 IF(SU-ABSPZ) 501,501,5001

6360 461 DZ=(2 . %% (IM-2))%xDZ

6370 XZ=X(IM)

6380 YZ=Y (IM)

6390 PHIZ=PHI(CIM)
' 6400 PRZ=PRCIM)

6410 PCZ=PC(IM)

6420 RHOZ=rHO (M)

6430 RZ=RP(IM)

64490 CZ=CP(IM)

6450 GO Ty 221

6460 »0lI DZ=1.0

6470 DTHETA=PI/10,

6487 52| THETA=0.0
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QN

6490 Do 561 I=1,20

6500 THETA=THETA+DTHETA

6510 XS=XZ+DZ*COS (PHIZ+THETA)
6520 YS=YZ+DZ*SIN(PHIZ+THETA)
6530 RHOS=SQRT(XS**2+YS**x2)

6540 CALL ARCTA(XS,YS,PHIS)

6550 CALL POLY(N,A,RS,CS,PRS,PCS,RHNS,PHIS)
6560 ABSP (1)=SQRT (RS**2+CS**2)
6570 IF(ABSPZ-ABSP(1))561,561,601
6589 561 CONTINUE

6590 DZz=DZs2.

6600 IF(RHNS)563,565,563

6610 563 IF(DZ/RHOS-I1 ,E~7)5001,5001,521
6620 565 IF(DZ-1.E-7)5001,5001,521
6630 601 XZ=XS

6640 YZ=YS

6650 PHIZ=PHIS

6660 RHOZ=RHOS

6670 ABSPZ=ABSP(1)

6680 PRZ=PRS

6690 PCZ=PCS

6700 R7Z=RS

6710 CZ=CS

6729 GO Tn 221

6730 701 IF(PSI-1.E-6)711,711,351
6740 711 IF(SU-ABSPZ)501,501,35I
6750 801 RAOC1)=RHOZ+BOT/SU**2
6760 IF(RHO(1))Q01,901,816

6770 816 PHIC1)Y=PHIZ+TNP/ (RHOZ*SU*%x2)
6730 821 CALL POLY(N,A,RZ,CZ,PRZ,PCZ,RHOC1),PHIC1))

6790 ABSP (1)=SQRT(RZ**2+CZ#%2)
6800 IF(ABSP(1)-ABSPZ)851,881,881
6810 841 XZ=RHNZ*COS(PHIZ)

65320 YZ=RHOZ*SIN(PHIZ)

6830 GO TO 5001

6840 851 RHNZ=RHO(1)

6850 ABSPZ=ABSP(1)

6860 PHIZ=PHIC(I)

6870 TOP=RZ*PCZ-C7*PRZ

6830 BOT==(R7Z*PRZ+CZ*PCZ)

6890 SU=SQRT(PR7Z**2 +PCZ%*%2)

6900 IF(SUY855,501,855

6910 855 U=2.*%ABSPZ*xSU

6920 PSI=ATAN(U)

6930 IFCABSPZ/(RHOZ*SU) =10, ** (-MTST))861 ,861,901
5940 861 IF(ABSPZ/ (RHOZxSU)~1.E-7)841,841,871
6990 871 IF(PSI-1.E-6)831,881,801
6969 881 IF(SU-ABSP7)501,501,901

6970 901 NZ=ABSPZ/SU

6930 X7=RHNZ*CNHS (PHIZ)

6990 YZ=RHOZ*SIN(PHIZ)
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7000
7010
7020
7030
7040
7050
7060
7070
7080
7000
7100
7110
7120
7130
7140
7150
7160
7170
7180
7190
7200
7210
7220
7230
7240
7250
1260
7279
7280
7200
7300
731D
7320
7330
7340
7350
7369
7370
7380
7390
7400
7410
7420
7430
7440
7450
7460
7470C
T430%

MTST=MTST+1
GO To 201
5001 RETURN
END
SUBROUTINE MTALGD( AA
DIMENSION AARG(9999)
| NAPL1=NA+]
DO 21 Ji=1,NAPLI
21 ACJI)=AARG(JL)
NBPI.1=NB+1
DO 41 Ji=1,NBPLI
41 B(J1)=BARG(J1)
NCPL 1=NAPL 1 +NRPL =1
DO 91 Ji=1,NCPLI
TEMP=0.
DO 81 J2=1,JIl
IF(J2-NAPL1) 61,61,8
61 N2=J1=J2+1
IF(N2-NBPL1)71,71,8I1
71 TEMP=TEMP+A (J2)Y*B (N2
81 CONTINUE
C(J1)=TEMP
Q1 CONTINUE
RETURN
END
SUBROUTINE DIV(A,B,N
DIMENSION A(9099),R(
I1=NA-NB+1
DO 61 Ji=1,11
61 @J=a,
101 KKMAX=NA=-NS+1
DO 391 KK=1,KKMAX
K=KK-1
201 TEMP=0,
IF(K=1)301,211,211
211 DO 291 JJ=1,K
J=JJ-1
I 1=NB-K+J
IF(I1)291,221,221
221 [2=NA~NB-J
TEMP=TEMP+B(I1+1)*Q¢(
291 CONTINUE
3N I I=NA=-NB=-K
12=NA-K
391 QCIt+1)=A(I2+1)-TEMP
5001 RETURN
END
MTINV
Kk khk kkkhkr e AAMATRI X

RG,NA,BARG NB,C)
+BARG(9999) ,C(0999) ,A(INI),BCINT)

)

ALNB, Q)
0090Q) ,Q(9999)

I2+1)

INVERS I ON % s % sk s o de ok & deke e ek drde dok ek dedkede
7490 SU3ROUTINE MTINV(A,NRARG,NCARG, INDIM,LABEL)
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7500 DIMENSION ACIDIM,NCARG),I.LABEL(NRARG)

7510 1 NR=NRARG

7520 NC=NCARG

7530 DO 21 Ji=1,NR

7540 21 LABEL(J1)=Ji

7550 DO 291 Ji=1 ,NR

71560% dkkkkhkhkkikkxhkkEIND REMAINING RNOW CONTAINING LARGEST %%x
7570% *hkkdhkkkhkkk k¥ ABSOLUTE VALUE IN PIVOTAL COLUMN* %k kkk kk
7540 101 TEMP=0.D

7590 DO 121 J2=J1,NR

7600 TF(ABS(A(J2,J1)) . LT.TEMP)Y GO T 121

7610 TEMP=ABS(A(J2,J1))

7620 IBIG=J2

7630 121 CONTINUE

7640 IF(IBIG.EQ.JI)GO To 201

7650% Ak kokok kb kkk kkk RE A RRANGE ROWS T0O PLACE LLARGEST ABSOLUTE
T660% kkkkkkhkhkhkkkhkdkVALUE IN PIVOT PNST TION Rk dedkdhdk dkkdk kkkikk .
7670 DO 141 J2=1,NC

7680 TEMP=A(J),J2)

7690 A(Jl,J2)=A(1816G,J2)

7700 141 A(IBIG,J2)=TEMP

7710 I=LABEL(J}))

7720 LABEL(J1)=LABEL(IBIG)

7730 LABEL(IRBRIG)=]

7740% £33 COMPUTE COEFFICIENTS IN PIVHOTAL ROWNzss:

7750 20t TEMP=A(J),J1)

7760 A(J1,J1)=1.0

7770 Do 221 J2=1,NC

7780 22t ACJ1,J2)=A(J1,J2)/TEMP

T790% *hkrk Ak ki kkAXxCOMPUTE COEFFICIENTS IN OTHER ROWNS*%xkdkx
7800 iX) 281 J2=1,NR

7810 IF(J2.EQ.J1) GO To 281

1820 TEMP=A(J2,J1)

7830 A(J2,J1)=0.0

7840 Do 24t J3=1 ,NC

7850 241 A(J2,J3)=A(J2,J3)-TEMP*A(J},J3)

7860 281 CONTINUE

1870 291 CONTINUE

783)% *hkkkhkkkrkdrk [INTERCHANGE COLUMNS ACCORDING TOkd%x dkkak
7890% *hkhkkkhkhhrhkhk INTERCHANGES OF RNOWS OF ORIGINAL MATRIX*
7900 301 NI=NR-|

7910 DO 391 Ji=1,Nt

7920 DO 321 J2=J1,NR

7930 IF(LABEL(J2).NE.JI) GN Ta 321

7940 IF(J2.EQ.J1) GO To 391

7950 GO TO 341

7960 321 CONTINUE

7970 341 DO 361 J3=I1,NR :
7980 TEMP=A(J3,J1)
70900 A(J3,J1)=A(J3,J2)
8000 361 A(J3,J2)=TEMP
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8010 LABEL (J2)=LABEL(J1)

8020 391 CONTINUE

8030 5001 RETURN

8040 END

8050C MTMPY -—— REV. APRIL 1971

B8060* HONEYWELL TIME SHARING APPLICATIONS

8070* *akkhkkkkkdk kkk MATRIX MULTIPLICATION®dkkskddkdddkiiiddkkik

8080 SUBROUTINE MTMPY(IND,A,B,C,LARG,MARG,N)
8090 DIMENSION A(25,999),B8(25,999),C(25, 999)
8100 | L=IABS(LARG)

8110 M=IABS(MARG)

8120 I=IND+]

8130 Go To (101,201,301,401),1

8140 10} DO 121 Ji=t,L

8150 Do 121 J2=1,N

8160 C(J1,J2)=0.0

8170 DO 121 J3=1,M

8180 IF(LARG)102,5001,110

8190 102 IF(MARG)103,5001,105

8200 khkkkkkkhkkkkxk T(MATRIX) X T(MATRIX)
8210 103 TEMP=A(J3,J1)*xB(J2,J3)

8220 Go To 121

82 30% dhkkkkkkhkrhrk T(MATRIX) X MATRIX
8240 105 TEMP=A(J3,J1)%xB(J3,J2)

8250 G0 To 121

8260 110 TF(MARG)111,5001,115

8270% *AAKXRKAKKAAXAXOMATRIX X TIMATRIX)
8280 111 TEMP=A(J1,J3)*B(J2,J3)

8290 GO To 121

8300% *hKAK KRN KX AXAMATRIX X MATRIX

8310 115 TEMP=A(JI ,J3)*B(J3,J2)

8320 121 C(J1,J2)y=C(JI,J2)+TEMP

8330 GO TO 5001

8340% dkkkkkhkhhkkkkkkJIAGONAL X DI AGONAL
8350 201 DO 221 Ji=1,L

8360 22) CGJ),1)=ACJ1,1)*B(J1,1)

8370 GO To 5001

8330 301 Do 321 Ji=1,L

8390 D0 321 J2=1,M

8400 IF(MARG)310,5001,315

8410% kkkkkkhdhkhrkrkk kD] AGONAL X T(MATRIX)
8420 310 TEMP=A(JI ,1)xB(.12,J1)

8430 GO To 321

8440x% Ak Kk kkkkkkkhxk )] AGONAL X MATRIX
8450 315 TEMP=AC(JI ,1)%B(JI,J2)

8460 321 C(J1,J2)=TEMP

8470 GO To 5001

8450 401 DO 421 Jl=1,L

8490 DO 421 J2=1 .M

8500 IF(LARG)A410,5001,415

851 0% kkkhkkhkkkkkkk T(MATRIX) X NIAGINAL

T(AM,L))*T(B(N,

TCAMM,L))*B (M, N)

AL MY*T(B(N,M))

AL MIXB(M N)=C(

ACL, 1)*R(L, 1)=C(

ACL, 1)*T(B(M,L))

AL, 1)*B(L,M)=C(

TCAMM, TN *3(M, 1)




8520 410 TEMP=A(J2,J1)*B(J2,1)
8530 GO To 421

N1 FFERFNCE"

8540% KhkhdkkkkkkxxkMATRIX X DIAGONAL ACT. M)*B(M, 1)=C(
8552 415 TEMP=A(JI1,J2)*B(J2,1)

8560 421 C(J1,J2)=TEYP

8570 %001 RETURN

8580 END

8590 SUBROUTINE ATOD(A,XMSB,NBITS)

8600 IF(NBITS.LE.O) GO To 80

8610 ue2=0.0

8620 SIGN==1.

8530 IF(W.GE,0.0) SIGN=1,

8640 X=W

3650 D=2 .0%XMSB

8660 XW=XWxS TGN

8670 20 DELTA2=XMSB

8630 DO 30 I=1,NBITS-!

8690 30 DELTA2=DELTA2/2.

8700 WOUT=2 .« (XMSB=-DELTA2)

8710 Do 5 I=1,NBITS

8720 D=/2.0

8730 Y=ABS (XN=-U2)

8740 IF(Y.LE.DELTA2) WOUT=U2

8750 X=U2~D

8760 IF(XW.GE.112) X=112+D

8770 5 U2=X

3780 IF(XW.LT.DELTA2) WOUT=0.0

8790 IF(XW.GE.(2.*XMSB=N/2.)) PRINT,"A/D HARD LIMITED SAMPLE"
8800 70 W=WOUT*SIGN

8810 80 RETURN

8820 END

8830 SUBROUTINE HMAG(RIAR2AXLTA,XL2A,RT,R2,XLT1,XL2)
8840 DIMENSION LIM(5),SK(5)

8859 PI2=2.%3,14159

8863 PRINT, nv

8870 PRINT ,*CALCULATION OF ERROR IN H(S)#x2w

8880 PRINT,"*

8890 J=1

8900 PRINTs"SYSTEM POLES ARE=",XL1/Pl2,XL2/PI2
8910 PRINT e

8920 PRINTs"SYSTEM RESINUES ARE=",RI*| . E6,R2*1,.E6
8030 PRINT 2z uo

8940 PRINT s FREQUENCY MAGNITUDE PHASE
8950 PI2=2.%3,14159

8960 XL1A=XL1Ax],E6

8970 XL2A=XL2A*] .E6

8980 RI=RI*].E6

89090 R2=R2%*1 .E6

9000 LIM(1)=40

9010 LIM(2)=19

9020 LIM(3)=9
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9030
9040
9050
9060
9070
9080
9090
9100
9110
9120
9130
9140
2150
92160
9170
9180
9190
9200
92:0
V229
9230
9240
9250
9260
92170
92810
9290
9300
9310
9320

200

LIM(4)=10

LIM(5)=15

SK(1)=1,E3

SK(2)=5,E4

SK(3)=1.E6

SK(4)=1.E7

SK(5)=5,E7

CONTINUE

DO 100 I=1,LIMCD)

XI=1]

XI=XI*SK(J)

W=PI2%X1

AHMAG=N*N* ((RI1IA+R2A)*%x2)+(RIAXXL2A+R2A*XL1A) **x2
AHMAG 1= (WxN+XL 1 AXXL1A)* (WrW+X[.2A*X[.2A)
AHMAGT=AHMAG/AHMAGI

HMAG2=Wx*x ((R1+R2) **x2 ) + (RI*XL2+R2*XL 1) ¥**2
HMAGI=(WkW+XL 1*XL1 )% (wWeW+XL2*xXL2)
HMAGT=HMAG2/HMAGI

YI=Kx(RI+R2)

Y2=RI1*X[.2+R2* XL |
PHASE=-ATAN2 (W, XL1)=ATAN2(W,XL2)+ATAN2(Y1,Y2)
PHASE=PHASE*360,./P12

IF(PHASE.LT.0.) PHASE=PHASE+360.

DRNDIF=10.* (ALOG(AHMAGT) ZALOG( 1 0. )=ALOG(HMAGT) ZALOG(10. M)
PRINT,XI1,HMAGT,PHASE,DRBRDIF

CONTINUE

J=J+1

IF(J.LE.4) GO To 200

RETURN

END




APPENDIX B

COMPUTER PROGRAM LISTING FOR THE HYBRID
IMPLEMENTATION OF THE IDENTIFICATION TECHNIQUE

This is the listing of the computer program for the hybrid
implementation. Note that the subroutines are identical to
those listed in Appendix A and are not duplicated here.
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90C HYBRD2P

100
110 DIMENSTION XTACIO) XTC10) ,XC10),XX(10),R1C10),W(C10)
120 DIMENSION A1CIO) ,APCIO) ,CPCTIO) ,,CICTID),CACLIO)
130 DIMENSION G(10,1N),Y(3,2420),U(3,2420),A(20,10),C(25,25)
140 DIMENSION ISNCI0) ,XLXCIN),COEF(10) XLAMRC(10),XLAMCCI10Q)
150 DIMENSION RRC10),CR(10),8(25),CRR(10,10),CIC10,10)
160 DIMENSTON LIMITIC10) ,LABEL(25),5(25,1),R(25,1)
' 170 DIMENSION EID(25,25),E(25,25%),C5(25,29)
1 175 DIMENSTION XMSBIC10),XMSBO(10)

180 INTEGER SN,STEPI1 ,STEP2
190C INITALIZATION AND INPUT PARAMETERS
200 P12=2,%3.14159
210 ERMS=0.
220 DELT=4.E~3
230 SN=2
240 DO 118 I=1,SN
250 Do 118 J=1,SN
/50 118 EIDCI, N=0.EC
270 DO 119 I=1,58N
280 119 EID(I,I)=1.EO
290 PRINT,"ORDER OF LINEAR SYSTEM IS",SN
300 PRINT,"®
310 SN2=2%SN
320 SK=1.EO
330 M=2400
340 MORIG=M
350 LIMITI (1 )Y=M+1
350 STEP=SN+1
370 T=DELT*M
380 LL=0
300 XMSBI(1)=1.E-3
391 XMSBI(2)=.718E-2
392 XMSRHRI(3)=,476E-3
393 XMSBI(4)=,217E~2
394 XMSBI(5)=,325E-2
400 XMSBO(1)=,9125E~2
401 XMSBO(2)=,291E~]
402 XMSBO(3)=,1926E-2
403 XMSBO(4)=,685E-2
404 XMSBO(5)=,84E=-2

' 430 NBITS=16
420 PRINT,"NUMBER OF BITS IN A/D=% NBITS
430 PRINT, "n
440 PRINT ,"NUMBER OF WAVEFORM SAMPLES=" M
450 PRINT, v
460 PRINT,"INTEGRATION TIME IN MICROSECONDS=",T
470 PRINT, tn
480 PRINT " INTEGRATION INTERVAL IN MIZROSECONDS=" DELT
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490

500 Q00

S510C
h2O0)
5 30
540
hh()
BYe18)
H10
HEO
OO
o)
ol
020
030
H40
OO
oo
ol0
o800
ov()
OIH
100
o
120
130
140
150
oo
710
180
190
6800
RENN
820
8350
340
850
850
70
H80O
BN
O(X)
AN}
V20
V30
Q4()
U4}
YO0
V10
PO

VOl

I oo

LYY

4106

PRINT, o

FORMAT (18X ,E14.%)

EVALUATE INPUT AND OUTPUT FUNCTIONS
RI(1)=2.8069192E%

R1(2)==2,7368441F8

RI(3)=1,E-3

RIC4)=1.51F7

Ri(h)=1.E-3

WC1)=,011550008%xp]2
WED)=10.616086%P12

Wi3r=10.
WA =8, 2= 1*P]?

N(H)Y=, %P [2

=28TEP

AL(SN+I)==W(SN+1)

Do VO IK=1,SN

ALCTK)==W(IK)
CAMD=CAUDFRTCTIKI*RI AN ZCNCTKD =9 x ) Ee)
CACIK)=RTCIKI*RI (L) Z (L) =WCTKD) I * ) E6)
CIHOIK)==CACIK)
CONTINUIE
ClHLy==CA(D)
DO QU JK=1] M+
X.JK=K
Ut , IK)=0,
XT3A==W (STEPY R (XIK~D)RDELT
TEAXT3ALLT.=80.) GO TO 166
U, JK)=FXPEXT3A)
CONTINUI-
U, IKY =] JE=3%5K*i1(1, . JK)
CALL ATODCUCT L IK)Y JXMSBRT () NBITS)
Ny QO T=1 ,8TEP
Xrern=o,
XTACI D ==W(TL.DA(XIK=1)*DELT
TECXTACTED LG =80,) XTI D =CACID*EXPIXTACTT))
YOI =YL KDY +XT LD
YOI, JK)=5KxY (1, 0K)
CATT ATODCY CF L IR XMSBOC ) JNRITS)Y
CONTINUI-

PRINT,® ACTUAL SYSTEM POLES AND RESTNDULE v
PRINT , nn
PRINL, " NUMBER Pot RESTINL

PRINT, #»

PRINT juw

DO 446 KL=t ,4N
PRINT (KL AKED/ZP T R (KT
PRINT, mv

PRINT, we

S=M

PRINT,"INPUT MSR=" _XMSR]
PRINT, n




990
1000
1002
1 005
1010
1012
1020
1025
1033
1034
1036
1100
1110
1120
1135
1140
1145
1150
1160
1170
175
7
1180
1190
1197
1193
1200
1210
1265
1270
1275
1280
1283
1285
1290
1310C
1320
1330
1340
1350
1360
1370
1380
1390
1400
1410

PRINT,"OUTPUT MSB=",XMSRO

PRINT, n

IN=SN+]

DO 137 II=1,M+1
XCV==W(SN+])%(I1I-1)*DELT
IF(XCV.LT.-80.) G0N TO 1480

U2, TD)=R1(IN)/ZAT (CIN)*(EXP(XCV))

U3, TI)=R1(JIN)/ (Al (JN)#**2)* (EXP(XCV))

1480 U(3, ID)=U(3, ITD)=-RI(IJN)ZAT(INIX(TI-1)*DELT

137
138

101

U2, 1D =u2, ID=-RI(IN)I/ZAI (IN)

U3, I1)=U(3, ID)=RICIN)/ (AT (JN)*k2)
CONTINUE

M2=M2/2

CONTINUE

DO 101 JK=1,SN+I

LIMITI (JK) =M+

CONTINUE

CONST=T/(3.%M)

DO 13 KK=1,M+1

DO 117 IL=1,SN+]|

XCV==W(IL)* (KK~-1)*DELT

IF(XCV.LT.-80.) GO TO 1485
Y(2,KK)=Y(2,KK)+CACIL)/AL (IL)Y* (EXP(XCV))
Y(3,KK)=Y(3,KKY+CA(IL)/ (A1 (IL) **x2)*(EXP(XCV))

1485 CONTINUE

117

Y(2,KK)=Y(2,KK)-CACILY/A}(IL)
Y(3,KK)=Y(3,KK)=CAC(IL)/A1 (IL)*(KK=1)*DELT
Y(3,KK)=Y(3,KK)=CACIL)/ (Al (IL)**2)
CONTINUE

DO 39 IJK=2,SN+]

CALL ATOD(U(IJK,KK) ,XMSBI (1JK) ,NBITS)
CALL ATODC(Y(IJK,KK),XMSBO(TJK) NBITS)

39 CONTINUE
13 CONTINUE

38

220

CONTINUE
EVALUATE INNER PRODUCTS FOR GRAM DETERMINANT

M=MORIG

STEPI=SN+|

STEP=2%SN+1

DO 100 K=1,STEPI

LJ=1

MI=M

MSL.J=1

LIMIT=M=-2

JAT=0

CONST=T/(3,%*M)

1420 240 CONTINUE

1430C

EVALUATE G(K,K) FOR K=1,SN
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1449 DO T I=tM=1,2

, 1450 XI=1
‘ 1460 TERMI=CONST
; 1470 TERMI2=Y (K, 1) %244 %Y (K, T+1 ) *k2 +Y (K, [ +2) &%2
i 1480 TERM1 3=THERMI*TERMI 2
{ 1490 G(KK)=G(K,K)+TERM1 3
; 1500 7 CONTINUE
1510C EVALUATE G(K,KM) FOR J .GT. K TO J=SN+I
1520 DO 3 J=2,STEPI
1530 MSLJ=1
1540 IF(K-J) 435,437,436
1550 435 DO 6 I=1,M=1,2
1560 XTER2=CONST
1570 TERM22=Y (K, MSL*U(J, 1)
1580 HSLJ=MSL J+1
1500 TERM23=4.%Y (K, HSLJ)*U(J, 1+1)
1600 KSLJI=MSL J+2
1610 TERM24=Y (K ,KSLJ)*U(J, I+2)
1620 TERM2=XTER2% (TERM22 +TERM23+TERM24)
1630 K4=J+SN
! 1640 G(K,KM)=G(K,KM) +TERM2
, 1650 MSLJ=KSLJ
1660 6 CONTINUE
1670 GO TO 3

1680C EVALUATE G(K,KM) FOR K .GT. J T0O K=SN+|
1690 436 DO 176 I=1,M-1,2

1700 XTER2=CONST

1710 TERM22=Y (K, I)*U (J,MSL.D)

1720 HSLJ=MSLJ+1

1730 TERM23=4 .Y (K, I+1i*UC(J,HSLJ)
1740 KSLJ=MSLJ+2

1750 TERM24=Y (K, I+2)*U(J,KSLJ)
1760 TERM2=XTER2* (TERM22+TERM23+TERM24)
1770 KM=J+SN

1780 GIK,KM)=G(K,KM)+TERM2

1790 MSLJ=KSLJ

1800 176 CONTINUE

1810 GO To 3

1820C EVALUATE G(K,KM) FOR K=J
1830 437 D 276 I=1,M-1,2

1840 TERM22=Y (K, 1) *0(J, )
1850 TERM23=4 %Y (K, T+1)*UCJ, I+1)
i 1860 TERM24=Y (K, 1+2)*U(J, [+2)
3 1871 XTER2=CONST
; 1 880 TERM2=XTER2% (TERM22+TERM2 3+ TERM24)
) 1890 KM=J+SN
: 1900 G(K KM)=G (K ,KM) +TERM2

1910 276 CONTINUL

1920 3 CONTINUE

1930 IF(K-STEP1) 236,100,100

1940) 100 CONTINUE

1950C EVALUATE G(K,K) FOR K=SN+1 TO 2#*SN+|
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1960
1970
1980
1990
2000
2010
2020
2030
2040

9
8

2050 236

2060C

2070 237

2080
2090
2100
2110
2120
2130
2140
2150
2160
2170
2180
2120

2200 402

2210

401

2220 238

2230C
2240
2250
2260
2270
2289
2290
2300
2310
2329
2330
2340
2350
2369
2370
2380
2390
2400
2410
2420
2430
2440
2450
2460

58

602
601
57

425
Pt

DO 8 K=SN+2 SN2 +|
DO 9 I=1,M-1,2
DERI=TZ(3.%)M)
DER2=U(K=SN, 1) **24+4 % U(K=SN, I +])*%2+U(K-SN,1+2)*%2
DER3=DER1%xDER2
G(K,K)=G(K,K)+DER3
CONTINUE
CONT INUE
GO To 425
IF(K-SN) 237,237,100
EVALUATE G(K,LK) FOR X .LT. SN, LK=K+],SN+|
DO 401 LK=K+1,SN+I
MMW=LIMIT? (LK)-2
LJ=1
DO 402 LI=1,M=1,2
TERM31=Y(K,LI)*Y(LK,LI)
KH1=LI+1
TERM32=Y (K, ,KH1)*Y (LK, LI+1)
KH2=L1+2
TERM33=Y (K,KH2)*Y(LK,L.1+2)
TERM34=TERMI
LI=LJ+2**xFLOAT(LK-X+1)
TERM3=TERM34% (TERM31 +4 ,*TERM32+TERM33)
G(K,LK)=G(K,LK)+TIERM3
CONTINUE:
CONTINUE
IF(K-1) 57,57,58
EVALUATE G(K+SN,IL.X+SN) FOR K=2,SN+1, LK=3,5N+I
DO 601 LK=K+1,SN+I
MMW=LIMITI(LK)=-2
LJ=l1
Do 602 LI=1,M=1,2
TEX1=UK,LD)*U(LK,LT)
KLi=LTI+1
TEX2=U(K KL1)*U(LK,LI+1)
KIL.2=L1+2
TEX3=U(K,KL2)*U(LK,LT+2)
TEX4=TERMI
LJ=LJ+2*%*FLOAT(I.K-K+1)
TEX5=TEX 4% (TEX 1 +4 ,*TEX2+TEX3)
G(K+SN,LK+SN) =G (K+SN,LK+SN) +TEX5
CONTINUE
CONTINUE
CONTINUE
GO To 1N0
CONTINUE
INT,"UNSCALLED ENTRIES IN GRAM DETERMINANT ARE®
PRINT," ROW COLUMN INNER PRODUCT™
PRINT," I J G(r..nH"
PRINT, #n
STEP1=STEP1+SN
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2470 DO 942 JIK=1,STEPI

2480 DO 943 KLI=1,STEPI

2490 G(KLI,JIK)=G(JIK,KLI)
2500 PRINT,JIK,KLI,G(JIK,KLI)

2510 943 CONTINUE
2520 942 CONTINUE

2530 MORIG=M

2540 N=SN2

2550C SCALE SCALAR PRODUCTS BY 1.E6 FOR COMPUTATION FACILITY
2560 Do 1011 I=1,SN2+1

2570 DO 1021 J=1,SN2+]

2580 G(I,J)=1,E6%G(I, )

2590 1021 CONTINUE
2600 1011 CONTINUE
2610C EVALUATE DIAGONAL COFACTORS COEF(I)

2620 PRINT,"DIAGONAL COFACTORS ARE AS FOLLNWS®
2630 Do 300 J=1,SN2

2640 DO 310 I=1,SN2

2650 ACJ,1)=G(J+1,1I+1)

2660 AL, D)=A(J, 1)

2670 310 CONTINUE
2680 300 CONTINUE

2690 ID=1
2700 COEF(1)=DETE(A,N,20)
2710 PRINT, ID,COEF (1)
2720 DO 500 LKJ=t,SN
2730 DO 400 J=1,LK.J
2740 DO 410 I=1,LKJ
2750 ACJ,1)=G(J, 1)
2760 ACI,D=G(I, D)
2770 410 CONTINUE
2780 400 CONTINUE
2790 DO %10 J=1,1.KJ
2800 DO 520 I=LKJ+1,SN2
2810 ACJ,D)=G(J, I+1)
2820 ACL,D)=ACJ, D)
2830 %20 CONTINUE
2840 510 CONTINUE
2850 DO 600 J=LKJ+1,SN2
2860 DO 610 I=LKJ+1,SN2
2870 A, 1)=G(J+],1+1)
2880 ACL, D) =ACJ, 1)
2890 610 CONTINUE
2900 600 CONTINUE
2910 COEF(LKJ+1)=DETE(A,N,20)
29290 PRINT ,LKJ+1 ,COEF(LKJ+1)
2930 I.NM=LK J+1
2940 500 CONTINUE
2950 PRINT,"EIGENVALUE EQUATINN CNEFFICIENTS ARE"
29600 EVALUATE EIGENVALUE EQUATION COEFFICIENTS R(1)
2970 DO 640 I=1,SN+|
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2980
2990
3000
3010C
30290
3030
3040
3050
3060
3070
3080
3090
3095
3100
3110
3120
3130
3131
3140
3150C
3160
3170
3180
3190
3200
3210
3220
3230
3240
3250
3260
3270
3280
3290
3300
3310
3320
3330
3340
3350
3360
3370
33830
3390
3400
3410
3429
3430
3440
3450
3455

640

650

670
660

690

AR

721
720

B(1)=SQRT(ABS (COEF(SN+2-1)))
PRINT, I,B(1])

CONTINUE

EVALUATE SYSTEM POLES

N=SN

PRINT,*POLES OF SYSTEM ARE GIVEN BELOwW*

PRINT,» NUMBER REAL(MHZ) IMAG(MHZ)"

CALL DOWNH(B,N,RR,CR)

Do 650 J=1,SN
XLAMR(J)Y=RR(J)/PI2
XLAMC(J)=CR(J)/PI2

AP (J)=RR(J)*) E6

Al (J)=1.E6%A1 (D)
PRINT,J,XLAMR(J) ,XLAMC(J)
XLAMR(J)=RR())

CONTINUE
RR(SN+1)==W(SN+1)
AL(SN+1)=1,E6%A] (SN+1)
AP(SN+1)=RR(SN+1)*x] ,E6
EVALUATE SYSTEM RESIDUES
FLAG=1

DO 660 K=1,SN+|
IF{XLAMC(J)) 670,660,670
FLAG=0

CONTINUE

IF(FLLAG) 680,680,690

DO 700 I=1,SN

Do 710 J=1,SN

TEMPI=1

Do 711 L=1,1
TEMPI=TEMP I *XLAMR(.D)
CONTINUE

EWEL=0.

EWE2=0,

EWE=1./(TEMP1*x (XLAMR(J)+W(SN+1)))
EWE1A=XLAMR(J)*T
EWE2A=~W(SN+1)%xT
IF(EWE2A.GT.~80.) EWE2=EXP(EWE2A)
IF(ENETA,GT.=-80.) EWEI=FEXP(EWEILA)
C(I,J)=EWEx (EWE|-ENE2)
C(I,J)=l . E~3%SK*C(I,J)
TEMP=0,

NO 720 K=1,1

TEMP2=1.

DO 721 KK=1,I+1-K
TEMP2=TEMP2x XL AMR(.])
CONTINUE
TEMP=TEMP+U(K+ 1 ,LIMITI (K+1))/TEMP2
CONTINUE
C(1,0)=C(I,.])~TEMP
CS(I,H)=C(l.,])

3460 710 CONTINUE
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3470 700 CONTINUE

348) CALL HTINV(C,N,N,25,LABEL)
3490 ICOUNT=1 '
3500 EPS=1.E-3
3510 987 CALL MTMPY(0,CS,C,E,N,N.N)
3520 DO 763 I=1,SN
3530 DO 763 J=1,SN
3540 ECT, ) =EID(I,J)=E(I,J)
3550 763 CONTINUE
3560 TEMP0O=0,EO
3570 DO 764 I=1,SN
3580 XNOR=0.E0
3590 DO 765 J=1,SN
3600 XNOR=XNOR+ABS (E(1,J))
3610 765 CONTINUE
3620 TF(XNOR.GT.TEMP0O) TEMPN=XNOR
3630 764 CONTINUE
3640 IF(TEMPO.GT.1.0) GO TO 997
3650 IF(TEMPO.LT.EPS) GO TO 998
3660 DO 766 I=1,5N
3670 DO 767 J=1,5N
3680 767 EC(I,0)=EIDCI,)+E(I, )
3690 766 CONTINUE
3700 CALL MTYPY(O,C,E,G,N,N,N)
3719 DO 768 I=1,5N
3720 No 768 J=1,SN
3730 C(1,J)=G(I,0)
3740 768 CONTINUE
3750 IF(ICOUNT.GT.5) GO TO 998
3760 ICOUNT=TCOUNT+1
3779 GO To 987
3780 997 PRINT,"NORM TOO LARGE",TEMPO
3790 998 CONTINUE
3800 DO 740 1=2,SN+I
3810 S(I=1,1)=Y(I,LIMITI(I))
3820 740 CONTINUE
3830 CALL MTMPY(0,CyS,R.SN,SN. 1)
3840 PRINT,"RESINUES OF SYSTEM POLES ART GIVEN BELOW®
3850 DO 751 I=1,SN
3860 PRINT,I,R(I,1)%1 ,E6
) 3870 7%1 CONTINUE
3830 GO TO 1000
3890 680 CONTINUE
3900 1000 CONTINUE
3910 PRINT,® PERCENTAGE ZRRORM
3920 PRINT, "
3939 PRINT," NUMBER POLE RESINDUE"
3949 PRINT, w»
3950 DO 346 I1=1,SN
3960 XCID=100.%(RCIE 1) %1 E6=RI(T1)/RI (1)
3970 XXCI1)=100,%CAPCIL)=ALCTEN/ZALCTT)
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3939
3090)
200%)
401
4020
4025
4030
4040
4041)
40560
407D
40172
4080
4099
4109
4111
4120
4130
4149
415
4100
4117)
41430
4190
4277
421)
4229
4219
a427%7)
4250
120)
4210
421
4244
1291
4294
+300
4317
431-
3V7
4329
4330
4335
1349
434 )
4352
%33
4394
4355
4467
4317)
4344
RS S
4.4))
4415)

346 PRINT I, XCI) G XXCT )
PRINT
PRINT, nn
PRINT,* JK ACT'IAL PRIENDICTED DIFFEREHCEY
SUM=0.,
SUMI =0,
J=S N+
N 341 JI=1,SN
CP(IJD)=RII  NI*RICD/Z(=W(IY=RRCIDI)
CPCN=CPIN+RCIT,DI*RT N/ W +RROTT)
341 CONTINUS
1JK=0
DO 247 JK=1,801G+1
XJK=JK
YOUT=0.9
DN 343 T=1,5N+]
XT(1J)y=0.n
XTACI D) =R (TN * (X IK=1)%DELT
IF(XTACTI D) 6T .=30,) XT(I.ND=CPIIN*FXP(XTACIJ))
YOUT=YOUT=a¥* XT(I.D
343 CNONTIHUS
DELOUT=YUT=Y (1 ,.JK)
1IK=TJK +1|
IFCIIX..GIELIND)Y G0 TO 248
GO T 249
248 1JK=0
PRINT (JX, Y1 IR JYOUT DELONT
24w CONTINUE
247 CONTINUE
T=T%1.F-5
N 242 IX=1,5N+1
Y 242 JX=1,5N+1
SUM=SUM=CPCIX)I*CP(IX)Y/Z (AP CIX )y +AP (X))
TFCCAPCIQOY+AP (I *T LT..=00,) i1 T 243
SUM=SUMCROIXI*CPIIX) Z (AP CTX) AP CIX IR (EXP AP (IO + AP (IX))I*T))
243 SUM=SHM+2 . *CP(IXO*1(IX)/Z(APCIX)Y+A1 (X))
IFCAPCIX)+AL (XN *T I T.=90,) G TO 244
SUMSSHU=2 ,%CP(TXI*CI IO /ZCAPCIXD)+AT CIX DR (FXPOCAPCIX) +A 1 (IX ) *T))
244 SUA=SUN=CLOIXD)*CT(IX)Z (AT CTIX)+A1 (X))
SHAI=SUMI=CTCIXI*CHIIX)ZCATLIX)+A1 (LIX))
IFCCATCIXD) AT CIXD AT LT, -00,) G TO 242
SUS=SUHM+ ST CIX) R CICIX) ZCAT CIXD)Y +AT CIX DX (EXPCCAT (IO +ALCIX))*T)Y)
SUMI=SUMT+CTCIXI*RCTCIO)Z AT (TXDY+AT (XX (EXP AT CTIX)Y+AT CIX ) AT YY)
242 CONTINUE
TsUn=sti/T
SHUInk=S5J41/T
PRTNT J"HIRM=", S TTNOK
PHINT  un
TNORA=TSUM/SUUNIR
p;(I”T' (11
PRINT G MMEAY SQUARED FRROR=" TS
PRINT  nm
PRINT (™IRMAL TZ70) 4G =e rrnny
STop
[l

(o1}

st

A




APPENDIX C

COMPUTER PROGRAM LISTING FOR THE ANALOG
IMPLEMENTATION OF THE IDENTIFICATION TECHNIQUE

This is the listing of the computer program for the analog
implementation. Note that the subroutines are identical to
those listed in Appendix A and are not duplicated here.
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560
570
580
590
600
610
620C
630
640
650
660
670
680
690
700
710
120
730
740
750
100
770
780
790
800
310
820
830
840
850
86N
870
8830
900
210
Q20
930
240
950
970
980
900
1000
1010
1020
103D
1040
1050
1069
1070
1090

900

Q01

166

902

999

446

PRINT, nv
PRINT " INTEGRATION TIME IN MICROSECONDS=",T
PRINT, nu
PRINT,,"INTEGRATION INTERVAL IN MICROSECONDS=* ,DELT
PRINT, v
FORMAT(18X,E14.5)
EVALUATE INPUT AND OUTPUT FUNCTINONS
R1(1)=2.8069192D5
R1(2)=-2.736844108
R1(3)=1,D-3
R1(4)=1.51D7
R1(5)=1,D-3
W(1)=1,1550008D-2*%P[2
W(2)=1,0616986D1%xP]2
W(3)=10.
W(4)=8,2D-1%P]2
W(5)=.35%P]2
L=STEP
Al (SN+1)==W(SN+1)-GAMMA
DO 901 IK=1,SN
AVOIKY==W{IK)-GAMMA
CA(LY=CA(LY+RI(IKI*RI(L)Y/C(W(IK)=A(1.))* [ ,E6)
CACIK)=RIC(IK)*RI(L)Y/ ((W(L)=W(IK))*] ,ES)
CH(IK)=CAC(IK)
CONTINUE
Ci(L)=CA(L)
XJK=JK
Uanr,JK)=0.
XT3A==W(STEP)* (XJK-1)*DELT
IF(XT3A.LT.-80.,) GO TO {66
U1 ,JK)y=DEXP(XT3A)
CONTINUE
UC1,JK)=1.D-3*SKx!1 (1, JK)
DO 002 1J=1,STEP
XT(I1J)=0.
XTACIJ)=="(IJ)*(XJIK=1)*DELT
IF(XTACLIJ) .GT.=80.) XT(IJ)=CACIJ)*DEXP(XTA(IJ))
YO1,JK)=Y(1,JK)+XT(1J)
Y1, JK)=SK*Y ([, .JK)

CONTINUE
PRINT, " ACTUAL SYSTEM POLES AND RESINUES
PRINT, "#
PRINT " NUMBER PILE RESTNY v

PRINT,u»

PRINT, w0

DO 446 XL=1,SN

PRINT KL W(KL)/PI2,RI(KL)
PRINT, "

PRINT, "

M2=M

PRINT, "»
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t 0oC
105C
107¢C
110
120
130
140
150
160
170
180
190

200

210
220C
230
235
240
250
260
270
280
290
300
310
320
330
340
350
360
370
330
390
400
405
406
410
420
430
440
450
460
470
480
490
500
510
20

ANALOG IMPLEMENTATION=====TWO POLES--
IMPERFECT INTEGRATOR---
VERSION 2~=---
IMPLICIT DOUBLE PRECISION(A=H,0=2)
DIMENSION FA(10)

DIMENSION XTA(10) ,XT(10),XAX(10),XX(10),R1(10),W(10)
DIMENSION A1(10),AP(10),CP(10),CI(10),CA(10)
DIMENSION G(10,10),Y(5,1),U(5,1),4(20,10),C(25,25)
DIMENSION ISM(10),XLX(10),COEF(10) ,XLAMR(10) ,XLAMC(10)
DIMENSION RR(10),CR(10),B(25),CRR(10,10),C1(10,10)
DIMENSION LIMITI(10),LABEL(25),5(25,1) ,R(25,1)
DIMENSION EID(25,25),E(25,25),CS(25,25)

DIMENSION XMSBI(10),XMSBO(10)

INTEGER SN,STEP1,STEP2

INITALIZATION AND INPUT PARAMETERS
PI2=2.%3.14159

SG=0.
ERMS=0.
DELT=4.D-3
SN=2
DO 118 I=1,SN
DO 118 J=1,SN
118 FID(I,J)=0.D0
DO 119 I=1,SN
119 EID(I,I)=1.DO
PRINT,"ORDER OF LINEAR SYSTEM IS",SN
PRINT, """
SN2=2%SN
SK=1.D0
M=2400
MORIG=M
LIMITIC(1)=1
STEP=SN+1
T=DELT*M
GAMMA=0.

GAMMA=GAMMA*PI2

LL=(

XMSBIC(1)=1.D-3
AMSBI(2)=.228N=3
XMSBI(3)=,1D-2
XMSBI(4)=,217D-2
XMSHB1(5)=,325D=2

AMSBO(1)=,
XMSBO(2)=.

587D-3
1270=2

XMSBO(3)=4.D=-3
XMSBO(4)=,685D=2
XMSBO(5)=.84D-2

NBITS=0

PRINT,"NU4BER OF BITS IN A/N=",NBITS

PRINT, "

PRINT,"NUMBER OF WNAVEFORM SAMPLES=" M
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PRINT ,"INTEGRATHR LW FREQ CUTOFF(HERTZ)" ,GAMMA/Z(PI2% 1,N=-6)
PRINT, v

PRINT ,WMULTIPLIER ERROR(X)=",S5G*100.
PRINT, n»

JN=GN+1

SC=—GAMMA*T

1I=1

XCV==t(S+1 )% MxDELT

IF(XCV.LT.=-80.) G To 1480

U2, IT)=xk1(JN)/ZA1 (IN)Y* (DEXP (XCV))

U3, TD)=R1TCIN)I/Z (AL (IN)Y**2)*x (DEXP(XCV))
HCA, TTI=RICIN)/ (A1 (IN)**3)* (NDEXP(XCV))
Uh, TD) =t (JN)Z (AT (IN)Y**x4)* (DEXP(XCV))

1480 U(3,11)=U(3, ID)=-RI(IJN)*DEXP(SC)/AI (JN)*(II-1)*DELT

137

138

101

U@, IDH=U0@,I1D=-21 (JN*DEXP(SC)/A1 (JN)
U4, ID=004, TI)=-R1ICINIADEXP(SC)/ (AT CIN)*%2) % ( TI-1)*DELT
3, I1)=U(3, ID)=RI (IJNI*DEXP(SC)/ (AT (IN) *k2)
U4, TD) =104, TD=R1 (JNI*DEXP(SCY/ (2. ¥AT(INN*(IT=-1)*(II=-1)
*DELT*NDELT 3

=U(4, [D)=R1(INI*DEXP(SC)/ (AL (JN) *%3)
322:%};:0(5.II)—Rl(JN)*DEXP(QC)/(AI(JN)**3)*(II—!)*DELT
U(5.11)=U(5.II)-RI(JN)*DEXP(SC)/(2.*AI(JN)**2)*(((II—!)

*NELT ) %k2)

U, T1Y=H(5, T =R1(INIXDEXP(SC)/(6.%AT (JN)Y* (((TI=1)*DELT) #%3)
U5, I1)=U(5, TT)=R1 (JNI*DEXP(SC)/ (A1 (IN)*x4)
CONTINU

N2 =M2/2

CONTINUE

DO 101 JK=1,SN+I

LIMITI (JK)=1

CONTINUE

CONST=T/(3,%M)

KK=1

DO 117 IL=1,SN+1

XCV==R ( IL)*N*DELT

IF(XCV.LT.=-80.) G0 To 1485
Y(2,KK)=Y(2,KK)+CACIL) ZA1 CIL)*(DEXP (XCV))
Y(3,KK)=Y(3,KK)+CACIL)Z (A1 (IL) #%2) % (DEXP (XCV))
Y(4,KK)=Y(4,KK)+CACIL)Z (Al (1) %% 3) % (DEXP(XCV))
Y(5,KK)I=Y(5,KK)+CACTL)/Z (A1 (I ) *xa) & (DEXP(XCV))

1485 CONTINUE

Y(2,KK)=Y(2,KK)=CACIL)Y*NDEXP(SC) /AL (I1.)

Y(3,KK)=Y (3, K¥)=CALIL)*.DEXP(SCY /AT CI1)* (XK=1)*DELT

Y(3,KK)=Y (3, KK)=CA(IL)*DEXP(SC)/ (AT (I1.)*%x2)
Y(4,K)=Y(4,KK)=CACIL)*DEXP(SC) /(2. kA1 (11 )% ((KK=1)*DELT) %%
Y(4,KK)=Y(4,KK)=CACTII*DEXP(SCY/ (AT (TL) *%2) % (KK~ )*DELT
Y(4,KK)Y=Y(4,KK)=CACTIHI*DEXP(SC) /(AT (I1) *x3)

Y(5,KKY=Y (5, KK)=CACIL)*DEXP(SC) /(AT (I1.) *#%x3) % (KK-1)*DFLT
Y(5,XK)=Y(5,KK)=CACIL)*DIEXP(SC)/ (6% A1 (CIT )% ((KK=1)*DET T) 4k 2




1550
1560
1570
1539

1590C

160"
1610
1620
1630
1640
1650
1661
1670
16839
1690
1700
1710
1715
1729
1730
1749
1759
1750
1770
174D
1799
1800
1310
18620
18330
1840
1350
1860
1870
1839
18590
1900
1905
1910
1929
1930
1949
1990
19610
197D
1980
1900
200N
2017
2029

17

Y(5,KK) =Y (5, KK)=CACILI*NEXP(SC) /(2 % AT (I ) %%2)*x (((KK-1)
*DELT) *%2)

Y(5,KK)=Y (5, KK)=CACIL)*DEXP(SC)/ (A1 (IL)*x4)

CONTINUI

13 CONTINUE

3

41

EVALUATE INNER PHODUCTS FNR GSRAY NDETERMINANT
M=MNRIG
STEP1=SN+1
STEP=2%5SN+1
SUM=0,
DO 1 I=t,STEPI
DN J=1,5N+1
SUM=SUM=CI(II*CI(J)/ZCATL (I)+AL (T
S3=(ATCI)+GAMMA+AL (J)+GAMMA)XT
IF(S3,L.T.-90.) 60 To 1
SUM=SUM+CI(TI*CI(T)ZCAT CD)+AT (J)N)*DEXP(S3)
CONTINUK
G(1,1)=SUM
Gl 1)=(1.+SG,UNIFM2(10,,0.,2.))*G(1,1)
";UM:OO
D2 I=1,STi:P)
SUM=SUM+CI(D)*CI(I) /(2. %A1 (1) *x2)
X1=X1+CI (D) /A1(])
53=2. % (A1 (1) +GAMAYXT
IF(S3.1.T.=-9Nn.) GO ToO 2
SUM=SHM+CI (I *CIIT) /(2. %A1 (1) *%2 ) *xDEXP(S3)
CONTINHE
DO 3 I=1,SN+|
S3=A1 (1)*T
IF(S3.GT.=?0.) SUM=SUM=X1*CI1(I)/AlI (I)*DEXP(S3)
DO 3 J=1,STEP])
IF(JJLELT)Y GO To 3
SHM=SUM+CI (II*CI1 (I /(AT (1) *AL(J))
S3= (AT (1) +GANMA+AT ( J)+GAMMAY T
IF(S3.L.T.-9n.) GO TO 3
SUM=SUM+CI(I)Y*CI (Y /(AL (T)+AT (J))IXDEXP(S3)
CONTINUE
G(1,2)=5UM
GOl 42)=(1 J+SGRUNIFM2 (104,04 ,2.))*G(1,2)
sui=0,
DN 4 I=1,8TEPI
DO 4 J=1,5TEPI
SI=A1(I)Y+A1 (D)
S2=A1(1)*xA1(])
SUM=SUM+CT (TI*CI1(J)/S2% (1 /AL (1) +1 /A1 (D)+T=1./51)
S3=(A1 (D) +GAMMA+AT (J)+GAMMA) X T
IF(S3.LT.-9N.) GN ToO 41

SHM=SIM+CTC(D*CICI) ZCATCII*AT () * (1 /ZCAT(T)Y+A1 (1)))*DEXP(S3)

S3=A1(1)*T
IF(S3.L.T.=-20.,) 0 TO 42
SUM=SUM=CI (T *C1 () /S2%DEXP(S3) /A1 (1)
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233)
2049
2050
2060
2070
22170
2275
2280
2290
2300
2310
2329
2330
2340
23%)
2350
23170
2389
2399
2400
2410
2420
2430
2440
2450
2450
2470
2480
2490
2500
2510
2920
2530
2540
25%7)
2960
251717)
2579
253D
2990
260Y)
2610
262°)
2030

2540
20519
2657)
2010
2650

2090

42 S3=A1()*T

1F(S3.LT.=9Nn,) GO TO 4

SUM=SIIM=-CI (1)*C1(J)/S2*DEXP(S3)/7A1(J)
4 CONTINUE

G(2,2)=SUM
G(2,2)=(1.+SG,UNIFM2(10.,,0,,2.))1%G(2 ,2)
SU4=0.
F=CI(I)ZAT(1)+CI(2)Y/A1(2)+C1(3)/7A1(3)
FACD)=CI(D)/ATCI)*(CI2)Y/ (ATCIYXAT (2N +CT(3)/7CALCT,xAT(3)))
FACIY=FA(I)=CICI)/ZATCIYR(CI(2)Z7CAL1(2)%*234CH{3) /(A1 (3)*%k2))
FACI)=FAC(L)=F*T*CI1 (1) /A1 (1)
FA()=Cl(2) /A1 (2)%(CL 1)/ (A1 (})*A](2))+C1(3)/(A1(2)*A1(3)))
FA(2)=FA(2)=Cl(2)/A1(2)*x(Cl1 1)/ (A1(2)%%2)+CI1{(3) /(A1 (3)*xD))
FA(2)=FA(2)=F*T*xC1(2)/A1(2)
FA(I=CI(3) /AT (DX (CIOY/(AT{TI*AI(3IN+CI(2) /(AT (D)*xA1(3)))
FA(3)I=FA(3)~CI (/A1) *(CL(2)/ (A1 (2)%%x2)+CTI 1)/ (AT (1 Y4kkD))
FA(3)=FA(3)=F*T*CI1(3)/A1(3)
NO 10 I=1,SN+1
S3=A1 ()T
IF(S3.LT.=00,) 59 T Q
SUM=SUM+FA(T)*DEXP(S3)

9 CONTINUE
S3=2. % (AL (I)+GA'MAYXT
IF(S3.L.T.-90,) 50 Tn 10
SUM=SUM+CI(I)*CI(I) /(2. %A1 (1) *xx3)xDEXP(S3)

1O SUM=SUM=CI(I)*CI{I)/(D.*xA)(])*x3)
D0 11 I=] SN+
pOo1Y J=1,5N+1
TFCJ.LELDY G Toy 1)
X1=Cl{D*CIIND/AT (I FATCIN RO ZCATCTY 2% 2) 41 /(AT (Y *%2))
SUM=SHM~X ]
S3=(AT(IY+GAMUA+AT () +GAMMA)*T
[F(S3.LT.=-90.,) 609 T {1
SUA=SUM+X I *#DEXP(S3)

1Y CONTINUI
GOle3)=5"1M4
GOy 3)=( ) J4+SOXIINIFU2 (10, Ne 2. ))XG (1, 3)
X=Cl(1)/A1(1)
YA=C1(2)/A1(2)
Z=Cl(3)/7A1(3)
TOT=X+YA+/
FlaXnX 42 kX RYA+2 kXA 7 +YAXY A2 Y ART 4/ %7

F2=2 0% XAX/AL (1)42,%X*YA/A) (1) 42k XKYAZAL(2)42 kXX 7/7A1(1)42,
*X%7/A1(3)
FomE242 % YAXYA/ AL (2)42.%YAXZ/ AL (2) 4D XYARZ/A1 (Y42, x7%7/7A1(3)
F3=XkX/ (AL Q1) A %2)42 (AN AYA/Z (AL CIIRAL(2))4D XX 2/ (A1 (1)%AY (3))
F3=PE34YARYA/ (AL (2) 2% 2) 42 AYAXZ/ (AT(D2) %A1 (3))47%7/ (A1 (3)wkD)
FA=XxX+X*YA+X*x7
Fg==) *[FA/7A1 (1)
FO=e2 /A1) % (XXkYA+YAX7+YAXYA)
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- ST

iang

PR g dap N SO

3209
3210
3220
3239
3249
3290
3269
3270
3289
3299
3300
3310
3320
3330
3340
3350
3360
3370
3382
3390
3400
3410
3429
3430
3449
34490
3460
3470
3430
3490
3500
3510
3529
3421
3523
.ibf?b)
3539
3539
3540
3551
3500
3570
3530
3590
3600)
3611
3620
3639
364°)
365")
3667

40

61

62

29

2%

DI=X*,%2/A1 (1) +XXYAZAL(2)Y+4X*Z/7A1 (3)+YAX*2/A1 (2)+YAX7 /A1 (3)
M =DI+Z%x2/A1(3)
DI=D1+X*YAZALCL)+XXZ/ZA1 CL)+YAXZ/AL(2)
SUM=SUY+DI*T
BI=XxX+2 ,*X*YA+2 XX A7 +VAXYA+2 kY AR 47 %7
SUM=SUM+31*T*xT/2,
SUM=SUM=GI/ZAT(1)=G2/A1(2)~G3/A1(3)
S3=A1(1)*xT
IF(S3.LT.=90.) 59 TO 40
SUM=SUM+G1I /AT (1) *DEXP(S3)
S3=A1 (2)*T
IF(S3.1.T.-90.) G Tn 14
SUM=SUU+G2/A1 (2)*DEXP(S3)
S3=A1(3)*T
IF(S3.L.T.=90.) G TO 156
SUM=STIM+G3/A1 (3)%xDEXP(S3)
CONTINUF
DO 16 I=1,SN+1
SUM=SUM=CI(IM*CI(])/(2.%A]1 (]) **4)
S3=2.% (A1 (1) +GAMIAY*T
IF(S3.LT.=00.) 69 T 16
SUM=STM+ACTI(IIRCI(T) /(2. %A1 () *%x4)*DEXP(S3)
CONTINUKE
S3=(AT (1) +GAMMA+AL (2)+GAMHAYXT
IF(S3.1.T.=90,) G0 T 61
SUM=STMAX*YAx (1 /A1 (2)+1 /A1 (L)) XDEXP(S3)
S3=(A1(1)+GAMYA+AL (3)+GAMMAYXT
[F(S53.1.T7.-90.) 69 To &2
SUM=GUM+X*7Zx (1, /AT (3)+1./7A1 (1)) *DEXP(S3)
S3=(A1(2)Y+GAMMA+A] (3)Y+GAMMA)Y*T
IF(S3.1.T.=-90.) G To 63
SUN=SUMHYAXZ*x (1. /A1 (3)+1 /A1 (2))*DEXP(S3)
63 CONTINUE
SUM=SUM=KXAYAX ([ /AT (2)+ 1. ZA1CTHN) %1 /ZCATCTY+AT (2 )
SUM=SUM=X*7x (1, /AT (3)+ 1. /A1 (1)) * (1. /(AT (I +AT(3)))
SUM=SUM=YAXZX (1 /A1 (3)Y+1./ZA1(2 )% (1. /ZCAL(D)+A1(3)))
G(2,3)=SM
G(2,3)=(1,+SCG*INIFM2(10.,0.,2.))%G(2, 3)
SUM=0.,
KN=GN+
X=R1(KN)/AT(KN)
DO 28 I=1,5N+]1
SUM=SUM=X* (CI(I)/CALCD)Y+AT(KNY)=CIC(DY/ZA1(T))
S3= (AT (D) +GAMMA+A] (KN)+GAMMA)*T
IF(S3,1.T.=9N.) GN Tn 29
SUM=SUMX*CT (T ZCAT(T)Y+AT (KN))YXDEXP(S 3)
S3=AI(I)Y*T
IF(S3,1.T.=-00,.) G TO 28
SUH=SUM=X*CT () /AT () *DEXP(S3)
CoONT IHUE
G, 4)=SUM
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mtafn b

36065
306179
3689
3099
3700
3710
31720
3730
3740
3745
3759
37609
3779
3730
379)
3300
3810
38320
3839
3840
3859
3860
3870
34380
3890
3900
3905
3910
3929
3930
3940
3950
3960
3970

3930
3009
3005
4000
4010
4029
4039
4040

4050
4060
4070
40480
4090
4100
4110

30

SuU

33
Sy
51

a5
32

34

52

GUl,4)=C1 +SGRUNIF42(10,,0,.,2.)0)%G(1,4)
SUM=G(1,4)/A1 (KN)

D 30 I=1,KN

SUM=SUM=X*C1 (1) /(A1 (1) **2)

S3=A1(1)*T

[F(S3.1.T.-90.) 6 T 30
SUM=SUM=X*CIT{I)*(T/A1(1)=1./(A1 (1) *%x2))*DHEXP(S3)
CONTINU::

GOl 5)=SUM

GUI45)=C1 ,+SGRUNTIFM2(10,,0,,2, N*G(1,5)

Slid=9,

DO 32 I=1,KN
X=RIT(KN)/A1(KN)
M=SUM+X*CI(DIZAT (DX (L. /ZAN (D) =1L /ZCATCDY+AT (KN #1781 (KNY+T)
S3=A1(D)*T

IF(S3.1.T.-90.) 6 TO 33

SUM=SUM=R 1 (KNYZAT(IN)XCI (1) /(AT (1) *%2)%xDEXP(S3)
S3=(ATCT) +GAMMA+AL (KN) +GAMMA) % T

IF(S3.LT.~90.) GO TO 5]

=SUM+RT(KNIZAT (KD *CICT) ZCATCT)* (AT () +A ] (KN)Y)*DEXP(S3)

S3=AL(KN)*T

1F(S3,LT.-90,.) GO TOH 45

SUM=STIM=R T (KN)ZAT(KNYRCI(I)ZCAT CT)YXAT (KNY)Yy*DEXP (S 3)
CONTINU!L

CONTINUFE

G(2,4)=5U¥M

G(2,4)=01 +SG*xUNIF12(10,,0.,2.))%G(2,4)
SUM=G(2,4)/A1 (KN)

DO 34 1=1,KH

SUM=SUM+T*T/2 xRN (KNI*CI(1)/CAT(1)*xAT(KN))
SUM=SUM=RT(KNIXCT(I)/ZCAT(I)YRAV (KN /(AT (T ) *%D)
S3=A1(1)*T

IF(S3.LT.=90.,) 6N TN 34
SUM=SUM=R I (KN) /AT (KND*CI(I)/AT (DX (T/ZAL (D) =1 ZCAT () *%x2))
*DEXP(S3)

CONTINUE

G(2,5)=SUM

G(2,5)=(1 +SGAUNIFM2(10,,0.,2.0)%G(2,5)

SUM=0.

X=R1(KN)/AI1 (KN)

DO 35 I=1,5N+]
SUM=SUM+X*CI(I)ZA1(I)* (1. /(AT (D) *AT (KNI =1,/7CAT(KNYAX2))
SUM=SIHM+XXCI{IIZA (1) *(T/ZA 1 (D) =1 ZCAT D)X (AT (T +AT (KNI +

(T*x2)/2.)

SUM=SUM+X.CI(T)/ (A1 (] )*x3)

SA=(ALCII+CAMMA+AT (KN)+GAMMAY*T

IF(S3.LT.=90.) 50 T 52
SUM=SUM+X)CIIIZAT (D) RDEXP(SI) Z(AT () (ATCT)+AT (KNY)Y)
S3=A1(KN)*T

IF(S53.1.T.=Q0,) 50 T 53
TER=1./(AT(KNY**2)Y=T/A1(KN)=1,./CAT(I)*A1 (KN))
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4120 SUM=SUM+X*Ct (I1)/AV (1) *TER*DEXP(S)
4130 53 S3=Al1(I)*T
4140 IF(S3.LT.=-20.) GO To 35
4150 SUM=SUM=X*CI (1) /(A1 () *%3)*xDEXP(S3)
4160 3% CONTINUE
4110 G(3,4)=SiIM 4
4175 G(3,4)= (1, +SORUNIFM2(10,,0.,2.))%G(3,4) . e i
4130 SUM=G(3,4)/A41 (KN) - ST
4190 DO 36 1=1,KN
4200 X=RU(KNYZAT (KNI *CI (I /A1 ()
4210 Ya=X
4220 SUM=SUM=X/ (AL (T)Ax3)+Y AR {THT/ (2 %A1 (LI +(T*%31/3,)
4230 S3=A1(1)*T
4240 IF(S3.L.T.-90.) 6O TN 36
4250 SUM=SUM=X*x (T/(AT(1)**x2) =1, /(AT (1) *%3))*DEXP(S3)
4260 36 CONTINUE
42790 G(3,5)=SUM
4275 G(3,5)=(1 . +SCGxUNIFM2(10.,0,,2.))%G(3,5)
4230 SUM=0.
4290 X=R1(KN)Y/ZAT(KN)
4300 SUM=X*X A (T+2, ZAHIKN)=1,/7(2. %A1 (KN))Y)
4310 §3=A1 (KN)*T
4320 IF(53.LT.~-90.) 00 TH 37
4330 SUM=SUM=X*X*2 /A1 (KNI*®DEXP(53)
4340 37 §3=2.% (AL (KN)+GAMMAY*T
4357 [F(S3.LT.-90.) GO To 44
4360 SUA=SUR+XHX /(2 %A1 (KNI)IRDEXP(S3)
4370 44 CONTINUE
4330 G(4,4)=514
4339 Gl4,4)=(1.+SGXUNIFH2(10.,0,,2.)0)%x0(4,4)
4390 SUM=G(4,4)/A1 (KN)
4400 SUM=SUR~X*X* (1 /(A (KNY#*2)=T*T/2,)
4410 S3=A (KM T
4429 IF(S83.L.T.-9%.) GO TO 38
4430 SUM=SUM X XA {T/AI (KN)=1 ./ (AT (KNY*%2 )% DEXP(S )
4440 38 COMTINUIL:
4450 G4,9)=S1M
4455 G4,9)= (1 +5GXUNIFU2(10.,0.,2.))%xG(4,5)
4450 SUM=G(4,4)/ (AL (KN)Y*%2)
4470 SUM=SUM+X*X*x (TA%+3)/3.
4450 SUM=SUMA2 ,*X*X* ((TA*2) /(2 . *¥A1 (KN =T/ (AT(KN)#*%x3))
440Q) S3=A1 (KN)*T
‘ 4500 IF(S3,1.T.-90.) GO To 30
4510 SUM=SUM=2 ,AXAX* (T/CAT (KNI ®E2Y =1, /(AT (KN)*%x 3 IR NEXP(S2)
4520 39 CONTINUE
4530 G(H,5)1=51M
4539 GCH,H)= (] ASGRUNIFH2 (1O, 04,2 )) %G5 ,9)
4549  PRINT ,MUNSCAI KO ENTRIES IN GRAM DETUERMINANT AREY
4%4) PRINT # RO AR INNFR 2RODHCTY
456°) PRINT, " 1 J GO, v
4919 PRINT, "
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4580 STEP1=STEPI+SN

4590 DO 942 JIK=1,STEPI

4600 DO 943 KLI=1,STEPI

4601

4602 XMSGI=DABS(G(JIK,KLIN)*(1.+]./(2,**NBITS))
4605 CALL ATOD(G(JIKKLI)XMSGI,NBITS)

4610 G(KLI,JIK)=G(JIK,KLI)

4620 PRINT ,JIK,KLLT,G(JIK,KL.I)

4630 943 CONTINUE
e e T e

4650 MORIG=M

4660 N=SN2

4670C SCALE SCALAR PRODUCTS BY 1.,E6 FOR COMPUTATION FACILITY
4680 DO 1011 I=1,SN2+1

4690 DO 1021 J=1,SN2+1

4700 G(l,0)=1.EO%xG(I,.)

4710 1021 CONTINUE
4720 1011 CONTINUE
4730C EVALUATE DIAGONAL COFACTORS CNEFA(I)

4740 PRINT ,"DIAGONAL COFACTORS ARE AS FOLLOWS®
4750 DO 300 J=1,5N2

4760 DO 310 I=1,SN2

47179 ACJD)=G(J+1,I+1)
4730 ACT,J)=ACJ, 1)

4709 310 CONTINUE

4430 300 CONTINUE

4810 ID=1

4820 COEF(1)=DETE(A N,20)
4830 PRINT,ID,COEE(CID)
4840 DO 00 1.XJ=1,SN
4850 Do 400 J=1,1.KJ

48869 DO 410 I=1,1.KJ

4870 A, D=6(J, D)

4830 ACI,J)=G(],J)

4890 410 CONTINUE

4900 400 CONTINUE

491 DO 510 J=1,LKJ

492 DO 520 I=LKJ+1,SN2
4930 ACJ,1)=G(J, I+])

4940 AT, )=ACJ, D

4950 %20 CONTINUE

49560 510 CONTINUE

4971 DO 60N J=1.KJ+1,SN2
49180 DO 610 I=1.KJ+],SN2
40909 A II=GOTI+1,T+1)
5000 AL J)=A0J, 1)

50119 610 CONTINUE

5020 600 CONTINUE

5030 COEF(IXKJ+1)=DETE(AN,20)
5049 PRINT ,LLKXJ+1 ,COEF(LK.J+1)

5050 LNM=LKJ+|
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5059 500 CONTINU:

5079
5040C
H()Q0
b1 00
5110
5120
5130C
h14.)
5152
5189
5170
5139
519D
5200
5210
5223
5230
5240
5250
5260
5270
5240
HAWC
H300
5310
5320
5330
5340
5350
»3060)
379
5380
3309
5400
5410
5420
24 37)
Y440
5440
L 440
547
H459
H491)
550
5510
54929
5% 30
LY
H55(0)
£551

Hh 10

640

65h0

670
6560

690

711

121

PRINT MEIGENVALUE FQUATION COEFFICIFNTS ARE®
EVALUATE EIGENVALUE EQUATINN COEFFICIENTS B(I)
DO 640 I=1,SN+I

B(I)=DSA:T (DABS (COEF(SN+2-1)))

PRINT,1,3(I)

CONTINUE

EVALUATE SYSTEM POLES

N=GN

PRINT,"POLES OF SYSTEM ARY GIVEN BELOAY {
PRINT " NUMBER RIEAL (MHZ) [MAG(HHZ)Y Y

CALL DOHRF (34N, RR, CR)
DO 650 J=1,SN

XI.AMR (.D=RRC.J) /P12 ]
XILAMC( D =CR( /P12 :
AP (J)=RR(D)*1.E6

AL (I ==1.D6%N (.))
PRINT,J, XLAMR (), XLAMC ()
XLAMR(J)=RR (D)

CONTINUE

Rt (SH+T ) ==A (SN+1)
AL(SN+1)==1.D6%N(SN+1)
AP(SH+1)=RRISN+ 1) %1 E6
FVALUATE SYSTEM RESIDUFS ]
FLAG=1

DO 660 K=1,SN+]

IF(XLAMCCTY) 679,660,670

FI.AG=0)

CONT INUE

[F(FLAG) 680,681,690

DO 700 I=1,5N

DO 710 J=1,SN

TEMP =1

Do 711 L=1,1

TEUP 1 =TEUP I *XLAMR (J)

CONT INUE

EWE1=0,

Lwizn=0,

Evili= 1./ (TEMPI* (XLAMRCD +4 (SN+1) )
CHEIA=XTANR( ) *T

EWE2A==N (SN+1)%T

IF(FNi2A.GT.=80,) EWE2=DEXP (1 WE24)
IF(ENEIALGT,~80,) FEARI=DEXP(ENETA)
CCI,J)=Fat* (EWE 1-EdED)
ClI,J)=1.E=3%SK*C(1,.])

TE4P=0.

DO 720 K=1,1

TEMP2=1,

DN 721 KK=1,1+1=K
TEMP2=TEMP2AXTAMR ()

CONTINUE
TENP=TEMP+U(K+1 ,LIMIT1 (K+1))/TEMP2
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53870 120 CONTINUYK

HH0) CeI =CL, N -TEYp
L6 CS(I,H=CI, N

5610 710 CONTINYL:
5620 700 CONTINYE

563" CALL. MTINVIC,N, N 25, LABEL)
5647) ICOUNT=1

5650 EPS=1.D-3

5650 987 CALL MTYPY(O,CS,C,E N N N)
%6 19 N 763 I=1,9N

5630) N 763 J=1,5N

Kh6Q() ECL, D=RIDCL, D=F(I,0)
»700 763 CONTINUE

5717 TEXPO=0,00

5120 DO 764 I=1,5N

5737 XNOR=0, D0

5740 DO 76% J=1,SN

5750 XNOR=XNI2+DABS IR (T, 1))
5760 76% CONTINUE

577D TFCXNORLOTLTEMPO)Y TEMPO=XNOY
5780 764 CONTINUE

5790 IF(TEMPOLGT, 1.0) (0 To 907
550D TECTEMPOLLTLEPS) GO TH Qu8
5819 DO 766 1=1,5H

5829 DO 767 J=1,SN

5830 767 EUI,=RIDCT, ) +ECT, D)
5840 7656 CONTINDR

a850 CALL MTHPY(O,C,E,G,N,NN)
5860 DO 758 I=1,5N

5870 DN 768 J=14,SN

5830 ClI, =511,y

890 763 CONTINUE

500 IFCICOUNT.GT.B) G Tn Q08
59173 ICOUNT=TCOUNT+I

5920 G T 9R7

5930 097 PHINT,MNORY THO LARGE®, TEMPH
%940 998 CONTINUE

59050 O 740 I=2,5N+]

5960 SCI=-1,1)=Y(I LIYITIC(L))

5970 740 CONTINUE

59430 CALL MTYPYIN,C,S,RSNSN, 1)

5901) PRINT ,"RESIDUES OF SYSTEM POLES ARE GIVEN BELWw
6000 P75t I=1,SN

o005

6010 PRINT, I.RCI,1)*1.E5

6020 751 CONTIMUE

6030 GO T 100G

6040 680 CONTINUE
6050 1000 CONTIN'IE
606 PRINT ¥ PERCENTAGE RO
6070 PRINT, no

168




6080 PRINT,v NUMBER POLE RESIDUE"
6090 PRINT, nn

6100 DO 346 Il=1,SN

6110 XAXCI1)=100.*(R(I1,1)%1 ,E6=RI(I1))/RI(I1)
6120 XXCI1)=100,% (APCI1)=ALCTL ) ZACT)

6130 346 PRINT,I! XAX(I1),XX(I1)

6140 PRINT, ##

6150 PRINT, un

6170 SUM=0.

6180 SUM=0.

6190 J=SN+1

6200 DO 341 JI=1,SN

6201 CiiJD)==Cl(JD)

6210 CP(ID)=R(II, 1I*RI(II/(=W(I)-RR(JII))
6220 CP(J)=CP(J)+R(JI, 1)*RI(J)/(W(J)+RR(JI))
6230 341 CONTINUE

6231 CtnH==Cl (D

6240 1JK=0

6249 MORIG=!

6250 DO 247 JK=1,MORIG+]

6260 X JK=JK

6270 YOUT=0,0

6230 DO 343 1J=1,5N+1

6290 XT(1J)=0.0

6300 XTACIJ)=RR(IJ)* (XJK=1)*DELT

6310 IF(XTA(IJ).GT.-80.) XT(IJ)=CP{IJ)*DEXP(XTA(IJ))
6320 YOUT=YOUT-SK*XT(I1J)

6330 343 CONTINUE

6340 DELOUT=YOUT=-Y (1, JK)

6350 [JK=1JK+!

6360 IF(IJK.GE.1N0) G TO 248

6370 GO To 249

6380 248 [JK=0
6400 249 CONTINUE
6410 247 CONTINUE

6420 T=T*) .E-6

6430 (X) 242 IX=1,S5N+]

6440 DO 242 JX=1,SN+I

6450 SUM=SUM=CP(1X)*CP{JX)/ (AP (IX) +AP(JX))

6460 IFCCAPCIX)+AP(JX ) *T, LT.~90.) GN TO 243

6470 SUM=SUM+CP(IX)*CP(JIX)/ (AP CIX) +AP(JX )X (DEXP ((AP(IX)+AP(JX))%T))
6480 243 SUM=SUM+2 *CP(IX)*C1(JX)/ (APC(IX)+A1(IX))

6490 IFCCAP (DO +ATCIX I *T.LT.~90.) GO TO 244

6500 SUM=SUN=2.*CP(IX)*CI1(JX)/(APCIX)+AL (JX))* (DEXP((APCIX)+A1 (JX))*T))
0510 244 SUM=SUM=CI1(IX)*CI1 (JX)/ (AT (IX)+A](JX))

6520 SUMI=SUMTI=CICIXI*CT (IX)/ZCAT(IX)+A1 (X))
6939 IFCCATCIXD)+AT (X D *T,LT,~90.) GO T 242
6540 SUM=SUM+CT (IX)*CH(IX)/ZCAT CIX)+ATCIX ) *(DEXP (CATCIX) +A1CIX))*T))

6550 SUMI=SUMI+CICIXO*CICIX)/CAT (IXD)+ATCIX X (DEXP LA (IX)+A1(JX))I*T))
6560 242 CONTINUE

65171 TSUM=SUM/T

6540 SUMNOR=S"IMI /T
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6590

6610
6620
6630
6640
6650
6660
6670

PRINT ,"NORM=* ,SUMNOR

PRINT "
TNORM=TSUM/SUMNOR
PRINT, v
PRINT,"MEAN SQUARED
PRINT, "u

PRINT,YNORMALIZED MSE=%,TNORM

STOP
END

ERROR=", TSUM
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MISSION
of
Rome Air Development Center

RADC plans and executes nresearch, development, test and
selected acquisition programs in suppornt of Command, Control
Communications and Intelligence (C31) activities. Technical
and engineering suppont within areas of technical competence
{8 provided to ESD Program Offices (POs) and other ESD
elements. The principal technical mission areas are
communications, electromagnetic guidance and control, sur-
veillance o4 ground and aerospace objects, intelligence data
collection and handling, ingformation system technology,
Lonospheric propagation, solid state sciences, microwave
physics and electronic reliability, maintainability and
compatibility.
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